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 In this paper, a self-attention based neural network architecture to address 

human activity recognition is proposed. The dataset used was collected using 

smartphone. The contribution of this paper is using a multi-layer multi-head 
self-attention neural network architecture for human activity recognition and 

compared to two strong baseline architectures, which are convolutional 

neural network (CNN) and long-short term network (LSTM). The dropout 

rate, positional encoding and scaling factor are also been investigated to find 
the best model. The results show that proposed model achieves a test 

accuracy of 91.75%, which is a comparable result when compared to both 

the baseline models. 
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1. INTRODUCTION  

Around the world, the population of elderly is increasing rapidly. According to United Nations 

analysis of recent trends of elderly population, the population is predicted to increase to 2.1 billion by 2050 

[1]. Department of Statistics Malaysia projected the elderly population to reach about 20% of total population 

[2]. Therefore, there are research which focused on improving elderly via assisted living technology [3]. One 

of the key technologies is activity recognition. Activity recognition is a task of recognizing human activities 

based on a series of observations of human actions [4]. Computer scientists addressed this task by using 

various machine learning algorithms which feed on the observational data of human actions and classify the 

given data into specific activity type. The observational data of activities can be collected by using different 

means such as sensors or cameras [5]–[7]. In this paper, the focus is on sensor-based activity recognition 

algorithm because sensory-based system is much less intrusive and lightweight when compared to  

vision-based methods. On-body sensors such as accelerometer and gyroscope can be used to collect 

acceleration and angular velocity of human body in various axis [8]–[11]. On-body sensors as data collectors 

are ubiquitous and prevalent in human activity recognition research because of their relatively low cost. For 

example, electronic devices such as smartphones, smart watches and wearable activity tracker have 

embedded accelerometer and gyroscope. Besides, they are not limited to any location because people can 

carry them everywhere. One of the limitations of using on-body sensors is the battery issue. The pattern of 

the time series sensory data for each type of activity is distinct. For example, time series acceleration of 

running should have a higher rate of change compared to walking. This unique distinction in pattern allows 

machine learning algorithm to classify them.  

The epplication of neural network architecture in human activity recognition has grown in recent 

years. Besides neural networks, there are several machine learning algorithms that were used for human 

activity recognition which include support vector machine (SVM) [12] and random forest (RF) [13]. Anguita 

et al. [12] used a dataset collected using smartphone’s inertial sensors. In this research, SVM which exploits 
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fixed-point arithmetic was used as a multiclass classifier. Contrary to traditional SVM, this approach 

demonstrated a considerable improvement in computational cost while achieving similar accuracy. Xu et al. 

[13] proposed a RF model which classify human activity based on sensory data from wearable devices. RF 

model managed to obtain an overall accuracy of 90%. 

The prevalent neural network architecture includes CNN and recurrent neural network (RNN).  

Wu and Zhang [14] collected a 128-dimensional time series sensory data from accelerometer and gyroscope 

of a smartphone. In this study, they trained an 8-layer CNN network to classify the sensory data into type of 

activities. Their method achieved comparable results with conventional and state of the art models. Xi et al. 

[15] reasoned using pooling after convolution to expand the receptive fields is not advisable because it could 

bring about information loss. They proposed an alternative model based on dilated convolution which can 

expand receptive field without compromising on information loss.  

Long-short term network (LSTM) [16] is a widely used variant of RNN. Güney and Erdas [17] used 

LSTM to classify raw sensory data collected from three-axis accelerometer. The proposed method managed 

to obtain a classification accuracy of 91.34%. Mahmud et al. [18] used a multi-stage LSTM to extract 

temporal features from sensory data and achieved a F1 score of 83.9%. Each stage of LSTM is used to 

extract features from each sensor’s data. Then, the output of every stage of LSTM are aggregated using fully 

connected layers. 

There are also research works which combine both CNN and RNN for human activity recognition. 

Mutegeki and Han [19] introduced a hybrid model of CNN and LSTM which achieved high classification 

accuracy and reduced the complexity of the model. In [20], a hybrid model based on CNN and gated 

recurrent unit (GRU) is proposed. GRU is another variant of RNN. In this work, the authors trained the 

model on recognition of pairwise similar activities. This means that this model can be trained on data of one 

type of activity and classify the data of another similar activity type. 

In this work, we developed a human activity classification algorithm based on multi-head  

self-attention neural network architecture. We trained and evaluated our models on a dataset which consists 

of six activities. The proposed model was compared with two strong baselines based on CNN and LSTM 

respectively. This work consists of ablation study of various component that is commonly used in  

self-attention model such as dropout, scaling study and positional encoding. Our results show that the 

proposed self-attention neural network architecture delivered a test accuracy on unseen data which is on-par 

with both the baseline architectures. The organization of this paper is: in section 2 descriptions of the dataset 

are given; in section 3 we present the detailed architecture of baseline CNN and LSTM model, as well as 

proposed self-attention model; section 4, the experimental result and discussion are discussed; section 5, we 

conclude the paper with a conclusion and future work. 

 

 

2. DATASET 

The dataset used in this research is a publicly available human activity recognition dataset called 

UCI-HAR dataset [21]. This data is collected from 30 person aged 19 to 48 years old. Each volunteer was 

asked to carry out six types of activities (walking, walking upstairs, walking downstairs, standing, sitting, and 

laying) wearing a Samsung Galaxy smartphone on the waist. The dataset is not raw sensory data of tri-axis 

accelerometer and gyroscope. It was pre-processed with noise filters and sampled with a sliding window of 

2.56 seconds with 50% overlap. Eventually, each instance of sensory data consists of 128 readings or time 

steps. The dataset consists of 10,299 instances in total. The authors of the dataset split the dataset into 70% 

training set and 30% test set based on the volunteers. This means that volunteers for training set are not 

included in test set and vice versa. The percentage of how much each activity type made up the train and test 

set and other details of the dataset is summarized in Table 1. 
 
 

Table 1. Class percentage for train and test set 
Activity Type Train (%) Train (%) 

Walking 16.68 16.83 

Walking upstairs 14.59 15.98 

Walking downstairs 13.41 14.25 

Sitting 17.49 16.66 

Standing 18.69 18.05 

Laying 19.14 18.22 

Total number of instances 7352 2947 

 

 

There are nine features available for each instance of data which include triaxial acceleration from 

the accelerometer (total acceleration), the estimated body acceleration and the triaxial angular velocity from 
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the gyroscope. Each of these three categories contribute 3 features in x, y and z axis. Each instance of data 

consists of 128 time steps and 9 dimensions per time step for each of the features and is a matrix of size 

128×9. 

 

 

3. RESEARCH METHOD 

Time series classification problem is usually solved using certain type of RNN architecture such as 

LSTM and GRU. However, RNN computation cannot be done in parallel for all the time steps. RNN 

architecture design requires computation to be computed sequentially. Due to this fact, CNN is explored as 

an alternative for time series data because CNN can compute all the time steps in parallel with convolution. 

In this work, we developed two baselines, one based on LSTM and another based on CNN. We compared our 

multi-head self-attention model to these baselines. Self-attention models are widely used model in natural 

language processing (NLP) tasks which are also sequential in nature. 

 

3.1.  CNN architecture 

The CNN baseline model has 2 layers of 1D convolutional layer with filter of size 3. The number of 

filters for both layers are 64. Both of the convolutional layers use non-linear activation function called 

rectified linear unit (ReLU). The output of second convolutional layer is passed to a 1D max pooling layer 

with pooling size of 2. The output is then flattened and connected to two layers of fully connected layers. The 

first fully-connected layer has 128 hidden units and uses ReLU activation function. The final layer has 6 units 

corresponding to 6 classes of activities and uses a SoftMax activation function. Figure 1 visualized the CNN 

model which serves as one of our baseline models. 

 

3.2.  LSTM architecture 

The LSTM baseline model has 3 layers of LSTM. The first LSTM layer has 32 hidden units. The 

second LSTM layer has 64 hidden units. The third LSTM layer has 32 hidden units. The final time step of the 

third LSTM layer is connected to a fully connected layer. The fully connected layer has 6 units corresponding 

to 6 classes of activities and uses a SoftMax activation function. Figure 2 summarizes the LSTM model we 

used. 

 

 

  
  

Figure 1. CNN model Figure 2. LSTM model 

 

 

3.3.  Multi-head self-attention architecture 

3.3.1. Multi-head self-attention layer 

Recently, self-attention neural network architecture [22] is the go-to neural network architecture for 

many NLP tasks. Large language models with lots of self-attention layers such as bidirectional encoder 

representations from transformers (BERT) can be trained on large text corpus without annotations [23]. Then, 

it acts a pre-trained model for downstream NLP tasks such as question answering (QA) [24]. Recently, 

researchers are investigating the possibility of using attention-based model for computer vision tasks such as 

image classification [25] and object detection [26]. 

In [22], Google scientists introduced fully attention-based sequence-to-sequence model called 

transformer. Transformer consists of a basic building block of self-attention called scaled dot product 

attention which is given by equations listed at (1). The input sequence, X is a tensor of N×T×F where N is the 

number of data examples, T is the number of time steps and F is the number of features. For UCI-HAR 

dataset, T=128 and F=9. The input X is passed through three fully connected layer to produce Q, K ad V. All 

three fully connected layers are linear without any non-linear activation function. Their parameters include 

the weights denoted as Wq, Wk, Wv and biases denoted as bq, bk and bv. Each of the weight term is a matrix of 

F×H where H is the number of hidden units of the fully connected layer. In addition, each of the bias term is 

a vector of H dimension. These fully connected layers produce three output tensors denoted by Q, K and V. 
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Each of these output tensors is a tensor of N×T×H. We then carry out dot product for both Q and K with a 

scaling factor of 
1

√dk
. 

 

Q = XWq + bq 

K = XWk + bk 

V = XWv + bv 

Attention(Q,K,V)=SoftMax (
Q ∙K

T

√dk
)V  (1) 

 

The output is then passed through a SoftMax activation and multiplied with V which produce a final tensor of 

N×T×H. 

 

3.3.2. Multi-head self-attention model 

Figure 3 shows the multi-head self-attention model for human activity recognition for one data 

instance. A data instance of 128×9 is expanded in dimension to 128×128 after passing through a fully 

connected layer (labelled FC in Figure 3) with ReLU activation. Then, the matrix of 128×128 is passed to  

2 blocks of “4-head self-attention block”. Each 4-head self-attention block consists of 2 layers. The first layer 

is a 4-head self-attention layer described in Part 1 of this subsection. Each individual self-attention layer 

outputs a 128×128 matrix. The 4-head self-attention layer results in four 128×128 matrices which is then 

concatenated to a matrix of 128×512. The output matrix of this concatenated matrix is passed to a fully 

connected layer with 128 hidden units, which then outputs a 128×128 matrix. The output matrix of 2 blocks 

of self-attention is matrix of 128×128, which is then unrolled to a column vector of 16384 dimensions. The 

column vector is then passed through a FC layer with 128 units using ReLU and then to the prediction layer 

with six units with SoftMax activation. The output is a vector of 6. Finally, we added dropout for some FC 

layer. Table 2 summarizes the model and listed the number of parameters for each layer. 

 

 

 
 

Figure 3. Multi-head self-attention model used for time series activity recognition 

 

 

Table 2. Model summary  
Layer Output Shape Number of parameters 

FC (128 units, ReLU) 128×128 1280 
4-head attention 4×128×128 4×49,536 

Concatenate 128×512 - 
FC (128 units, ReLU, dropout) 128×128 65,664 

4-head attention 4×128×128 4×49,536 
Concatenate 128×512 - 

FC (128 units, ReLU, dropout) 128×128 65,664 
Flatten 16384 - 

FC (128 units, ReLU, dropout) 128 2,097,280 
FC (6 units, Softmax) 6 774 
FC (128 units, ReLU) 128×128 1,280 

Total - 2,626,950 
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3.3.3. Positional encoding 

Self-attention layer does not have any convolution and recurrence. For an instance of data, LSTM 

takes in each time step of the data recurrently. As for CNN, each position of the output feature map of 

convolutional layer corresponds to a receptive field in the input. Both LSTM and CNN have location 

information of each time step of the sequential input. On the contrary, the output at each time step of the  

self-attention layer is independent of computation at other time steps. This results in self-attention is not 

location or positionally aware. For example, if the input is the word “apple”. To self-attention, “apple” or its 

anagrams such as “papel” are the same. Therefore, the authors proposed that it is vital to inject some 

positional information to the input.  

In this work, we tried the positional encoding function introduced in [22]. The positional encoding 

function generates a matrix PE of same shape as input X. The positional information is injected using 

elementwise addition of X and PE as given in (2). 

 

𝑋 = 𝑋 + 𝑃𝐸 (2) 

 

 

4. RESULTS AND DISCUSSION 

We evaluated the proposed self-attention on test set using the evaluation metric, accuracy. For every 

experiment, we used Adam optimizer and run the training for 50 epochs. We picked the best test accuracy out 

of all the 50 epochs to be presented.  

 

4.1.  Dropout 

Dropout is a regularization method [27]. We added dropout at some of the FC layer. The detailed 

position of dropout in the self-attention model is given in Table 2. Since the dropout rate is a hyperparameter, 

we have tried out a few choices of dropout rate. Table 3 listed the test accuracy of our self-attention model 

for difference choices of dropout rate. It was discovered that self-attention model with dropout rate of 0.2 has 

the highest test accuracy of 0.9175. Therefore, we fixed dropout rate to 0.2 for later experiments. 

 

 

Table 3. Choice of dropout rate and test accuracy  
Dropout Rate Test Accuracy 

None 0.9070 
0.1 0.9152 
0.2 0.9175 
0.3 0.9104 
0.5 0.9023 

 

 

4.2.  Positional encoding 

Experiment was carried out to investigate positional encoding. Our experiment result is tabulated in 

Table 4. Addition of positional encoding results in a test accuracy of 0.8985 which is less accurate than the 

model without addition of positional encoding. Positional encoding does not improve the performance of our 

proposed self-attention model. We believed the reason behind this is due to the sequence length of 128 for 

this dataset is relatively shorter compared to NLP tasks. Besides, we conjecture that the activity recognition 

dataset is sensitive to noise. Addition of positional encoding may have brought about a regularizing side 

effect. 

 

4.3.  Scaling factor 

In this part, we evaluated the necessity of scaling factor. Scaling factor 
1

√dk
 is part of the  

self-attention layer given in (1). For our proposed model, dk=128. By setting dk=1, the scaling factor’s effect 

disappear as it is multiplied by 1. We discovered adding scaling factor will hurt the accuracy of the model. 

Table 5 shows the effect of scaling factor on test accuracy. Addition of scaling factor results in a model with 

test accuracy of 0.8853 which is lower than a model without scaling factor. Therefore, the model that was 

used to compare with the two baselines did not include scaling factor. 

 

 

Table 4. Effects of positional encoding test accuracy 
With Positional Encoding Test Accuracy 

Yes 0.8985 
No 0.9175 

 

Table 5. Effects of scaling factor on test accuracy 
dk Train Accuracy Test Accuracy 
1 0.9643 0.9175 

128 0.9519 0.8853 
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4.4.  Comparison with baseline models 

In this paper, we introduced two baseline models which include CNN and LSTM. We compared the 

performance of our proposed self-attention model with these two baselines. Table 6 listed the train and test 

accuracies of self-attention model and two baseline models: CNN and LSTM. The model with the highest 

test accuracy is LSTM followed by CNN. Our proposed model has the lowest test accuracy of 0.9175 with 

less than 1% difference from LSTM’s test accuracy of 0.9237. Our proposed model is comparable to both the 

baseline models. 
 

 

Table 6. Train and test accuracy for self-attention model, CNN and LSTM 
Model Train Accuracy Test Accuracy 
CNN 0.9536 0.9223 

LSTM 0.9559 0.9237 
Self-attention 0.9643 0.9175 

 

 

5. CONCLUSION AND FUTURE WORK 

In this paper, an activity recognition algorithm using multi-head self-attention neural network 

architecture is introduced. The experiment to evaluate this proposed model was conducted using UCI-HAR 

dataset. The results demonstrated that the proposed model has a test accuracy of 0.9175 which is comparable 

to two baseline models: CNN and LSTM. In addition, we also discovered some of the common components 

of self-attention layer such as scaling factor and positional encoding actually reduce test accuracy. In future 

work, we would like to apply our model on other datasets and collect our own dataset. 
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