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 Optimal power flow (OPF) solutions with generalized interline power flow 

controller (GIPFC) devices play an imperative role in enhancing the power 

system’s performance. This paper used a novel ant lion optimization (ALO) 

algorithm which is amalgamated with Lévy flight operator, and an effectual 

algorithm is proposed named as, ameliorated ant lion optimization (AALO) 

algorithm. It is being implemented to solve single objective OPF problem 

with the latest flexible alternating current transmission system (FACTS) 

controller named as GIPFC. GIPFC can control a couple of transmission 

lines concurrently and it also helps to control the sending end voltage. In this 

paper, current injection modeling of GIPFC is being incorporated in 

conventional Newton-Raphson (NR) load flow to improve voltage of the 

buses and focuses on minimizing the considered objectives such as 

generation fuel cost, emissions, and total power losses by fulfilling equality, 

in-equality. For optimal allocation of GIPFC, a novel Lehmann-Symanzik-

Zimmermann (LSZ) approach is considered. The proposed algorithm is 

validated on single benchmark test functions such as Sphere, Rastrigin 

function then the proposed algorithm with GIPFC has been testified on 

standard IEEE-30 bus system. 
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1. INTRODUCTION  

Optimal power flow problem aims to identify the best operating condition of a power with the 

fulfillment to the demand at the load side by fulfilling the considered security and practical constraints. The 

authors are performed particle swarm optimization (PSO) algorithm and gravitational search algorithm when 

tackling single-objective numerical optimization [1], [2]. Flexible alternating current transmission system 

(FACTS) devices plays an imperative role in optimal power flow (OPF), devices like static synchronous 

compensator (STATCOM), Scottish social services council (SSSC), interline power flow controller (IPFC), 

unified power flow controller (UPFC) and generalized interline power flow controller (GIPFC) have the 

better operating performance as compared to static Var compensator (SVC), thyristor controlled series 

capacitor (TCSC) and thyristor controlled phase shifter (TCPS) as stated in [3]–[8]. GIPFC is the latest 

controller which can control real and reactive power of multiple lines simultaneously, which helps to share 
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the load of overloaded line to unloaded line and it also helps to control the sending end voltage of 

transmission line at which device is placed. When we step in for implementing any FACTS device in the 

power system, initially power flow calculations and modification in Jacobian elements are carried out, which 

is possible only after mathematical modeling of considered device. 

Severity function which includes line loadings and voltage violations is considered for identifying 

the best location for device in [9]. Sometimes installation cost of device plays a vital role thus is also 

considered with severity function for determining the location as considered in [10]. Here we considered a 

novel Lehmann, Symanzik and Zimmermann (LSZ) approach for determining the optimal location for 

device. Basically, it helps in calculating the voltage stability index of transmission lines in the power network 

[11]. Furthermore, for solving the OPF problems a handful of classical and heuristics optimization methods 

are being proposed by researchers in past decades. Classical methods include gradient method, linear, 

nonlinear, and quadratic programming, interior point and newton formulation [12]–[16]. 

Consider an conventional algorithm grey wolf optimization (GWO) algorithm, inspired the hunting 

mechanism of grey wolf as proposed in [17], is further modified to evolutionary population dynamics and 

grey wolf optimizer (GWO-EPD) which improves the convergence of the existing GWO algorithm with 

improvement in exploration and exploitation [18]. The chaotic grey wolf optimization algorithm is 

introduced which implement chaos theory in the GWO to improve convergence time [19]. Hybrid grey wolf 

optimization is proposed which is hybridization of GWO and crossover and mutation for better performance 

[20]. An effective grey wolf optimizer with Lévy flight (LGWO) for optimizing is proposed for improving 

the solution [21]. Thus, these modifications in existing GWO help to improvise the system performance. 

Similarly, consider another conventional algorithm artificial bee colony (ABC) optimization algorithm 

inspired by the intelligence behavior of honey-bee swarm in [22] and further enhanced ABC optimization 

[23], improved ABC algorithm for global optimization [24] and Gbest-guided ABC algorithm are proposed 

in [25] for enhancing the performance of conventional algorithms. Moreover, algorithms like cuckoo search 

algorithm (CSA) in [26] had been modified as modified cuckoo search algorithm (MCSA) in [27] and 

simulated annealing algorithm (SAA) in [28] had been hybridized with neighborhood generation  

(MSAA-NG) in [29] to ameliorate their performance and effectiveness. 

Thus, a novel algorithm proposed by Mirjalili [30], named as ant lion optimization (ALO) algorithm 

[30], [31] is implemented with Lévy flight operator to improve its exploration. Khunkitti et al. [32] are 

proposed slime mould algorithm for solving multi-objective optimal power flow problems. Khunkitti  

et al. [33] are proposed improved dragonfly algorithm-particle swarm optimization (DA-PSO) algorithms for 

solving unit commitment problem. Khunkitti et al. [34] are described voltage stability indices in OPF. In [35] 

proposed hybrid DA-PSO algorithm for optimal power flow problems. It is being suggested in literature that 

ALO algorithm performance can further be improved by adding Lévy flight operator, as it enhances the 

random walk-in existing algorithm. Therefore, to enhance the performance and exploration ameliorated ant 

lion optimization (AALO) algorithm is being proposed. It’s being validated on sphere and Rastrigin test 

functions to ensure that proposed algorithm possess faster convergence and solutions also get improved. The 

proposed algorithm is validated on the standard-test function and then optimal power flow problem is being 

solved with proposed method. Thus, this paper presents derivation of current injection modeling (CIM) of 

GIPFC which is incorporated in conventional Newton-Raphson (NR) load flow method with its optimal 

allocation through LSZ approach and aims to solve the single-objective OPF problem under practical 

constraints for standard IEEE-30 bus system using proposed AALO algorithm respectively. 

 

 

2. MATHEMATICAL MODELING OF GIPFC 

GIPFC is a static convertible controller which has the ability to control the multiple lines 

simultaneously. The basic arrangement of GIPFC is depicted in Figure 1. Assume that the device is located 

between buses i, j, m, and n. Basically it consists of two series converters which are placed at two different 

transmission lines which are coupled through a shunt converter placed at the sending end side of any one of 

the contemplated transmission lines.  

 

2.1.  Current injection modeling of GIPFC 

The current based model of GIPFC is shown in Figure 2, and the two flowing currents can be 

written as (1): 

 

𝐼𝑠𝑒,𝑖𝑗 = 𝑗𝐵𝑠𝑒,𝑖𝑗(𝑉𝑠𝑒,𝑖𝑗),𝐼𝑠𝑒,𝑚𝑛 = 𝑗𝐵𝑠𝑒,𝑚𝑛(𝑉𝑠𝑒,𝑚𝑛),𝐼𝑠ℎ = 𝑗𝐵𝑠ℎ(𝑉𝑠ℎ) (1) 

 

where, 𝑉𝑠𝑒,𝑖𝑗 = 𝑉𝑠𝑒,𝑖𝑗𝑒
𝑗𝜃𝑠𝑒,𝑖𝑗, 𝑉𝑠𝑒,𝑚𝑛 = 𝑉𝑠𝑒,𝑚𝑛𝑒

𝑗𝜃𝑠𝑒,𝑚𝑛 and 𝑉𝑠ℎ = 𝑉𝑠ℎ𝑒
𝑗𝜃𝑠ℎ; 𝐼𝑠𝑒,𝑖𝑗 and 𝐼𝑠𝑒,𝑚𝑛 are the series 

converter currents operating in ranges of 0 ≤ 𝑉𝑠𝑒 ≤ 𝑉𝑠𝑒,𝑚𝑎𝑥 and 0 ≤ 𝜃𝑠𝑒 ≤ 𝜃𝑠𝑒,𝑚𝑎𝑥. 𝐼𝑠ℎ is the shunt converter 
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current operating in range of 0 ≤ 𝑉𝑠ℎ ≤ 𝑉𝑠ℎ,𝑚𝑎𝑥 and 0 ≤ 𝜃𝑠ℎ ≤ 𝜃𝑠ℎ,𝑚𝑎𝑥. 𝐵𝑠𝑒,𝑖𝑗, 𝐵𝑠𝑒,𝑚𝑛 are the susceptance of 

series converters and 𝐵𝑠ℎ is the susceptance of shunt converter. 

 

 

 
 

Figure 1. Basic arrangement of GIPFC 

 

 

 
 

Figure 2. Current based model of GIPFC 

 

 

Current injected in transmission line between 𝑖𝑡ℎ and 𝑗𝑡ℎ buses can be expressed as (2): 

 

𝐼𝑖𝑗 = (𝑉𝑖 − 𝑉𝑗 + 𝑉𝑠𝑒,𝑖𝑗)𝑗𝐵𝑠𝑒,𝑖𝑗 + 𝑉𝑠ℎ𝑗𝐵𝑠ℎ (2) 

 

Current injected in transmission line between 𝑚𝑡ℎ and 𝑛𝑡ℎ 

 

𝐼𝑚𝑛 = (𝑉𝑚 − 𝑉𝑛 + 𝑉𝑠𝑒,𝑚𝑛)𝑗𝐵𝑠𝑒,𝑚𝑛 (3) 

 

where, 𝑉𝑖 = 𝑉𝑖𝑒
𝑗𝛿𝑖 , 𝑉𝑗 = 𝑉𝑗𝑒

𝑗𝛿𝑗 ,𝑉𝑚 = 𝑉𝑚𝑒
𝑗𝛿𝑚 and 𝑉𝑛 = 𝑉𝑛𝑒

𝑗𝛿𝑛 are the bus voltages. 

 

a) GIPFC injecting power at Bus-i 

 

𝑆𝑠𝑖 = 𝑃𝑠𝑖 + 𝑗𝑄𝑠𝑖 = 𝑉𝑖(𝐼𝑖𝑗)
∗ 
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Substituting from (2) and on solving we get 

 

𝑃𝑠𝑖 = 𝑉𝑖𝑉𝑗𝐵𝑠𝑒,𝑖𝑗 𝑠𝑖𝑛 𝛿𝑖𝑗 − 𝑉𝑖𝑉𝑠𝑒,𝑖𝑗𝐵𝑠𝑒,𝑖𝑗 𝑠𝑖𝑛( 𝛿𝑖 − 𝜃𝑠𝑒,𝑖𝑗) − 𝑉𝑖𝑉𝑠ℎ𝐵𝑠ℎ 𝑠𝑖𝑛( 𝛿𝑖 − 𝜃𝑠ℎ) (4) 

 

where, 𝛿𝑖𝑗 = 𝛿𝑖 − 𝛿𝑗 

 

𝑄𝑠𝑖 = 𝑉𝑖𝑉𝑗𝐵𝑠𝑒,𝑖𝑗 𝑐𝑜𝑠 𝛿𝑖𝑗 − 𝑉𝑖𝑉𝑠𝑒,𝑖𝑗𝐵𝑠𝑒,𝑖𝑗 𝑐𝑜𝑠( 𝛿𝑖 − 𝜃𝑠𝑒,𝑖𝑗) − 𝑉𝑖𝑉𝑠ℎ𝐵𝑠ℎ 𝑐𝑜𝑠( 𝛿𝑖 − 𝜃𝑠ℎ) − 𝑉𝑖
2𝐵𝑠𝑒,𝑖𝑗 (5) 

 

b) GIPFC injecting power at Bus-j 

 

𝑆𝑠𝑗 = 𝑃𝑠𝑗 + 𝑗𝑄𝑠𝑗 = 𝑉𝑗(−𝐼𝑖𝑗)
∗ 

 

On solving we get 

 

𝑃𝑠𝑗 = −𝑉𝑖𝑉𝑗𝐵𝑠𝑒,𝑖𝑗 𝑠𝑖𝑛 𝛿𝑖𝑗 + 𝑉𝑗𝑉𝑠𝑒,𝑖𝑗𝐵𝑠𝑒,𝑖𝑗 𝑠𝑖𝑛( 𝛿𝑗 − 𝜃𝑠𝑒,𝑖𝑗) (6) 

 

𝑄𝑠𝑗 = 𝑉𝑖𝑉𝑗𝐵𝑠𝑒,𝑖𝑗 𝑐𝑜𝑠 𝛿𝑖𝑗 + 𝑉𝑗𝑉𝑠𝑒,𝑖𝑗𝐵𝑠𝑒,𝑖𝑗 𝑐𝑜𝑠( 𝛿𝑗 − 𝜃𝑠𝑒,𝑖𝑗) − 𝑉𝑗
2𝐵𝑠𝑒,𝑖𝑗 (7) 

 

c) GIPFC injecting power at Bus-m 

 

𝑆𝑠𝑚 = 𝑃𝑠𝑚 + 𝑗𝑄𝑠𝑚 = 𝑉𝑚(𝐼𝑚𝑛)
∗ 

 

Substituting from (3) and on solving we get  

 

𝑃𝑠𝑚 = 𝑉𝑚𝑉𝑛𝐵𝑠𝑒,𝑚𝑛 𝑠𝑖𝑛 𝛿𝑚𝑛 − 𝑉𝑚𝑉𝑠𝑒,𝑚𝑛𝐵𝑠𝑒,𝑚𝑛 𝑠𝑖𝑛( 𝛿𝑚 − 𝜃𝑠𝑒,𝑚𝑛) (8) 

 

where, 𝛿𝑚𝑛 = 𝛿𝑚 − 𝛿𝑛 

 

𝑄𝑠𝑚 = 𝑉𝑚𝑉𝑛𝐵𝑠𝑒,𝑚𝑛 𝑐𝑜𝑠 𝛿𝑚𝑛 − 𝑉𝑚𝑉𝑠𝑒,𝑚𝑛𝐵𝑠𝑒,𝑚𝑛 𝑐𝑜𝑠( 𝛿𝑚 − 𝜃𝑠𝑒,𝑚𝑛) − 𝑉𝑚
2𝐵𝑠𝑒,𝑚𝑛 (9) 

 

d) GIPFC injecting power at Bus-n 

 

𝑆𝑠𝑛 = 𝑃𝑠𝑛 + 𝑗𝑄𝑠𝑛 = 𝑉𝑛(−𝐼𝑚𝑛)
∗ 

 

On solving we get 

 

𝑃𝑠𝑛 = −𝑉𝑚𝑉𝑛𝐵𝑠𝑒,𝑚𝑛 𝑠𝑖𝑛 𝛿𝑚𝑛 + 𝑉𝑛𝑉𝑠𝑒,𝑚𝑛𝐵𝑠𝑒,𝑚𝑛 𝑠𝑖𝑛( 𝛿𝑛 − 𝜃𝑠𝑒,𝑖𝑚𝑛) (10) 

 

𝑄𝑠𝑛 = 𝑉𝑚𝑉𝑛𝐵𝑠𝑒,𝑚𝑛 𝑐𝑜𝑠 𝛿𝑚𝑛 + 𝑉𝑛𝑉𝑠𝑒,𝑚𝑛𝐵𝑠𝑒,𝑚𝑛 𝑐𝑜𝑠( 𝛿𝑛 − 𝜃𝑠𝑒,𝑚𝑛) − 𝑉𝑛
2𝐵𝑠𝑒,𝑚𝑛 (11) 

 

 

2.2.  Power mismatches equations of GIPFC 

The proposed current injection model of GIPFC is easily incorporated into the system by modifying 

the Jacobian elements and power mismatch equations related to device connected buses. The existing 

Jacobian elements obtained from NR is modified by adding the variational derivative of real and reactive 

power occurring because of the incorporation of GIPFC. The final equation of NR load flow with GIPFC can 

be expressed as (12): 

 

([
𝛥𝑃
𝛥𝑄

] + [
𝑃𝐺𝐼𝑃𝐹𝐶

𝑄𝐺𝐼𝑃𝐹𝐶]) = ([
𝐻 𝑁
𝐽 𝐿

] + [
𝐻𝐺𝐼𝑃𝐹𝐶 𝑁𝐺𝐼𝑃𝐹𝐶

𝐽𝐺𝐼𝑃𝐹𝐶 𝐿𝐺𝐼𝑃𝐹𝐶
]) [

𝛥𝛿
𝛥𝑉

|𝑉|

] (12) 

 

where,  

ΔP, ΔQ: the vectors representing real and reactive power mismatches,  

Δδ, ΔV: the vectors of incremental change in the angles and voltages,  

H, N, J, L: the partial derivative of P and Q with respect to δ and V.  
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2.3.  Jacobian elements related to CIM of GIPFC 

Elements of H:  

 
𝜕𝑃𝑠𝑖

𝜕𝛿𝑖
= 𝑉𝑖𝑉𝑗𝐵𝑠𝑒,𝑖𝑗 𝑐𝑜𝑠 𝛿𝑖𝑗 − 𝑉𝑖𝑉𝑠𝑒,𝑖𝑗𝐵𝑠𝑒,𝑖𝑗 𝑐𝑜𝑠( 𝛿𝑖 − 𝜃𝑠𝑒,𝑖𝑗) − 𝑉𝑖𝑉𝑠ℎ𝐵𝑠ℎ 𝑐𝑜𝑠( 𝛿𝑖 − 𝜃𝑠ℎ)  

 
𝜕𝑃𝑠𝑖

𝜕𝛿𝑗
= −𝑉𝑖𝑉𝑗𝐵𝑠𝑒,𝑖𝑗 𝑐𝑜𝑠 𝛿𝑖𝑗, 

𝜕𝑃𝑠𝑖

𝜕𝛿𝑚
=

𝜕𝑃𝑠𝑖

𝜕𝛿𝑛
=

𝜕𝑃𝑠𝑗

𝜕𝛿𝑚
=

𝜕𝑃𝑠𝑗

𝜕𝛿𝑛
= 0, 

𝜕𝑃𝑠𝑗

𝜕𝛿𝑖
= −𝑉𝑖𝑉𝑗𝐵𝑠𝑒,𝑖𝑗 𝑐𝑜𝑠 𝛿𝑖𝑗 

 
𝜕𝑃𝑠𝑗

𝜕𝛿𝑗
= 𝑉𝑖𝑉𝑗𝐵𝑠𝑒,𝑖𝑗 𝑐𝑜𝑠 𝛿𝑖𝑗 + 𝑉𝑗𝑉𝑠𝑒,𝑖𝑗𝐵𝑠𝑒,𝑖𝑗 𝑐𝑜𝑠( 𝛿𝑗 − 𝜃𝑠𝑒,𝑖𝑗)  

 
𝜕𝑃𝑠𝑚

𝜕𝛿𝑚
= 𝑉𝑚𝑉𝑛𝐵𝑠𝑒,𝑚𝑛 𝑐𝑜𝑠 𝛿𝑚𝑛 − 𝑉𝑚𝑉𝑠𝑒,𝑚𝑛𝐵𝑠𝑒,𝑚𝑛 𝑐𝑜𝑠( 𝛿𝑚 − 𝜃𝑠𝑒,𝑚𝑛)  

 
𝜕𝑃𝑠𝑚

𝜕𝛿𝑛
= −𝑉𝑚𝑉𝑛𝐵𝑠𝑒,𝑚𝑛 𝑐𝑜𝑠 𝛿𝑚𝑛,  

𝜕𝑃𝑠𝑚

𝜕𝛿𝑖
=

𝜕𝑃𝑠𝑚

𝜕𝛿𝑗
=

𝜕𝑃𝑠𝑛

𝜕𝛿𝑖
=

𝜕𝑃𝑠𝑛

𝜕𝛿𝑗
= 0, 

𝜕𝑃𝑠𝑛

𝜕𝛿𝑚
= −𝑉𝑚𝑉𝑛𝐵𝑠𝑒,𝑚𝑛 𝑐𝑜𝑠 𝛿𝑚𝑛 

 
𝜕𝑃𝑠𝑛

𝜕𝛿𝑛
= 𝑉𝑚𝑉𝑛𝐵𝑠𝑒,𝑚𝑛 𝑐𝑜𝑠 𝛿𝑚𝑛 + 𝑉𝑛𝑉𝑠𝑒,𝑚𝑛𝐵𝑠𝑒,𝑚𝑛 𝑐𝑜𝑠( 𝛿𝑛 − 𝜃𝑠𝑒,𝑚𝑛)  

 

Elements of N: 

 
𝜕𝑃𝑠𝑖

𝜕𝑉𝑖
|𝑉𝑖| = 𝑉𝑗𝐵𝑠𝑒,𝑖𝑗 𝑠𝑖𝑛 𝛿𝑖𝑗 − 𝑉𝑠𝑒,𝑖𝑗𝐵𝑠𝑒,𝑖𝑗 𝑠𝑖𝑛( 𝛿𝑖 − 𝜃𝑠𝑒,𝑖𝑗) − 𝑉𝑠ℎ𝐵𝑠ℎ 𝑠𝑖𝑛( 𝛿𝑖 − 𝜃𝑠ℎ)  

 
𝜕𝑃𝑠𝑖

𝜕𝑉𝑗
|𝑉𝑗| = 𝑉𝑖𝐵𝑠𝑒,𝑖𝑗 𝑠𝑖𝑛 𝛿𝑖𝑗, 

𝜕𝑃𝑠𝑖

𝜕𝑉𝑚
|𝑉𝑚| =

𝜕𝑃𝑠𝑖

𝜕𝑉𝑛
|𝑉𝑛| =

𝜕𝑃𝑠𝑗

𝜕𝑉𝑚
|𝑉𝑚| =

𝜕𝑃𝑠𝑗

𝜕𝑉𝑛
|𝑉𝑛| = 0,  

 
𝜕𝑃𝑠𝑗

𝜕𝑉𝑖
|𝑉𝑖| = −𝑉𝑗𝐵𝑠𝑒,𝑖𝑗 𝑐𝑜𝑠 𝛿𝑖𝑗 

 
𝜕𝑃𝑠𝑗

𝜕𝑉𝑗
|𝑉𝑗| = −𝑉𝑖𝐵𝑠𝑒,𝑖𝑗 𝑠𝑖𝑛 𝛿𝑖𝑗 + 𝑉𝑠𝑒,𝑖𝑗𝐵𝑠𝑒,𝑖𝑗 𝑠𝑖𝑛( 𝛿𝑗 − 𝜃𝑠𝑒,𝑖𝑗)  

 
𝜕𝑃𝑠𝑚

𝜕𝑉𝑚
|𝑉𝑚| = 𝑉𝑛𝐵𝑠𝑒,𝑚𝑛 𝑠𝑖𝑛 𝛿𝑚𝑛 − 𝑉𝑠𝑒,𝑚𝑛𝐵𝑠𝑒,𝑚𝑛 𝑠𝑖𝑛( 𝛿𝑚 − 𝜃𝑠𝑒,𝑚𝑛)  

 
𝜕𝑃𝑠𝑚

𝜕𝑉𝑛
|𝑉𝑛| = 𝑉𝑚𝐵𝑠𝑒,𝑚𝑛 𝑠𝑖𝑛 𝛿𝑚𝑛, 

𝜕𝑃𝑠𝑚

𝜕𝑉𝑖
|𝑉𝑖| =

𝜕𝑃𝑠𝑚

𝜕𝑉𝑗
|𝑉𝑗| =

𝜕𝑃𝑠𝑛

𝜕𝑉𝑖
|𝑉𝑖| =

𝜕𝑃𝑠𝑛

𝜕𝑉𝑗
|𝑉𝑗| = 0, 

𝜕𝑃𝑠𝑛

𝜕𝑉𝑚
|𝑉𝑚| =

−𝑉𝑛𝐵𝑠𝑒,𝑚𝑛 𝑠𝑖𝑛 𝛿𝑚𝑛 

 
𝜕𝑃𝑠𝑛

𝜕𝑉𝑛
|𝑉𝑛| = −𝑉𝑚𝐵𝑠𝑒,𝑚𝑛 𝑠𝑖𝑛 𝛿𝑚𝑛 + 𝑉𝑠𝑒,𝑚𝑛𝐵𝑠𝑒,𝑚𝑛 𝑠𝑖𝑛( 𝛿𝑛 − 𝜃𝑠𝑒,𝑖𝑚𝑛)  

 

Similarly, we can obtain the Jacobian elements for reactive power by partially differentiating (8)-(11) with 

respect to δ and V. 

 

 

3. OPTIMAL ALLOCATION OF GIPFC 

This paper is inspired by a novel approach for identifying the best suitable location for GIPFC 

named as, LSZ formula. It helps in determining the voltage stability limit of the load buses present in power 

system and identify the buses which can suffer from voltage collapse. Usually, critical buses are identified in 

terms of maximum load ability. Consider a single line diagram of two bus system shown in Figure 3. 

 

 

 
 

Figure 3. Single line diagram of two bus system 
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Where, vi, vj are the sending and receiving end voltages respectively, Zij is the impedance of 

transmission line, Si, Sj is the sending and receiving end apparent powers respectively. Thus, LSZ formula 

obtained from [11] is: 

 

𝐿𝑆𝑍𝐹𝑜𝑟𝑚𝑢𝑙𝑎 = 2 ×
|𝑍𝑖𝑗||𝑆𝑗|

|𝑉𝑖
2|−2|𝑍𝑖𝑗|(𝑃𝑗 𝑐𝑜𝑠 𝜃+𝑄𝑗 𝑠𝑖𝑛 𝜃)

≤ 1  

 

In this, weakest transmission line of power system is being identified which could be in critical state 

and more likely to collapse and has the largest value for the LSZ formula. This identified transmission 

required external support thus it would be considered as the optimal line to place the GIPFC device. In this 

paper, some heuristic rules are considered for reducing the number of possible locations for GIPFC: i) device 

should not be placed at PV buses; ii) there should not be any shunt compensating device present; and  

iii) lines in which tap changing transformers are already present should be avoided 

 

 

4. PROBLEM FORMULATION OF OPF 

Basically, OPF problem is implemented for optimizing the objective function under the 

consideration of some below mentioned constraints. OPF can expressed as: 

 

Min 𝐽𝑝(𝑎, 𝑏) ∀𝑝 = 1,2, . . . . . . . 𝑂𝑓 

 

Subject to:𝑢(𝑎, 𝑏) = 0 

 

𝑣𝑚𝑎𝑥𝑚𝑖𝑛 

 

where, u and v represent equality and inequality constraints respectively, a represents state vector of 

dependent variables and b represents control vector of system and Of represents total number of objective 

functions. The state vector can be represented by: 

 

𝑎𝑇 = [𝑃𝑔1 , 𝑉𝑙1 . . . . 𝑉𝑙𝑁𝑃𝑄 , 𝑄𝑔1 . . . . 𝑄𝑔𝑁𝑃𝑉 , 𝑆𝑙1 . . . . 𝑆𝑙𝑁𝑇𝐿] 

 

The control vector can be represented by: 

 

𝑏𝑇 = [𝑃𝑔2. . . . 𝑃𝑔𝑁𝑃𝑉 , 𝑉𝑔1 . . . . 𝑉𝑔𝑁𝑃𝑉 , 𝑄𝑠ℎ1
. . . . 𝑄𝑠ℎ𝑁𝐶

, 𝑇𝑡1 . . . . 𝑇𝑡𝑁𝑇] 

 

where, 𝑃𝑔1 , 𝑉𝑙1 , 𝑄𝑔1, 𝑆𝑙1and 𝑉𝑔1are the active power, load bus voltage, reactive power, apparent power, and 

generator voltage of slack bus respectively. NPQ, NPV, NTL, NC and NT are the total number of PQ buses, 

PV buses, transmission lines, shunt compensators and off-nominal taps transformers respectively. 

 

4.1.  Objective functions  

In this paper, three single objective functions are considered for minimization, which is 

mathematically expressed:  

− Generation fuel cost minimization 

 

𝐽1 = 𝑚𝑖𝑛(𝐹𝑐(𝑃𝑔𝑚)) = ∑ 𝑥𝑚𝑃𝑔𝑚
2𝑁𝑃𝑉

𝑚=1 + 𝑦𝑚𝑃𝑔𝑚 + 𝑧𝑚$/ℎ (13) 

 

where, 𝑥𝑚, 𝑦𝑚 and 𝑧𝑚 are the fuel cost coefficients of 𝑚𝑡ℎ unit.   

 

− Emission minimization 

 

𝐽2 = 𝑚𝑖𝑛(𝐸(𝑃𝑔𝑚)) = ∑ 𝛼𝑚 + 𝛽𝑚𝑃𝑔𝑚 + 𝛾𝑚𝑃𝑔𝑚
2𝑁𝑃𝑉

𝑚=1 + 𝜉𝑚 𝑒𝑥𝑝( 𝜆𝑚𝑃𝑔𝑚)𝑡𝑜𝑛/ℎ (14) 

 

where, 𝛼𝑚, 𝛽𝑚, 𝛾𝑚, 𝜆𝑚 and 𝜉𝑚 are the emission coefficients of 𝑚𝑡ℎ unit.  

− Total power loss minimization 

 

𝐽3 = 𝑚𝑖𝑛(𝑃𝑙𝑜𝑠𝑠)) = ∑ 𝑃𝑙𝑜𝑠𝑠𝑚
𝑁𝑇𝐿
𝑚=1 𝑀𝑊 (15) 

 

where, 𝑃𝑙𝑜𝑠𝑠𝑚  is the real power loss in 𝑚𝑡ℎ line.  
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4.2.  Constraints 

Basically, OPF with FACTS device is subjected to equality, in-equality, and device constraints. The 

in-equality constraints include generator, transformer, shunt compensator operating constraints depending 

upon various system parameters. In this paper, practical constraints are also considered such as ramp-rate 

limits and prohibited operating zone (POZ). 

 

4.2.1. Equality constraints 

The optimization of objective functions must satisfy the equality constraint as given bellow. 

 

∑ 𝑃𝑔𝑚 − 𝑃𝑑 − 𝑃𝑙 = 0𝑁𝑃𝑉
𝑚=1 , ∑ 𝑄𝑔𝑚

− 𝑄𝑑 − 𝑄𝑙 = 0𝑁𝑃𝑉
𝑚=1   

 

where, 𝑃𝑑, 𝑄𝑑and 𝑃𝑙 , 𝑄𝑙  are the real and reactive demands and losses respectively. 

 

4.2.2. Inequality constraints  

The said objective function optimization the following in-equality constraints must satisfy. The in-

equality constraints as given bellow. 

a) Generator constraints. All the buses with generators including slack bus are bounded by the voltages, real 

and reactive powers limits as expressed: 

 

𝑉𝑔𝑚

𝑚𝑖𝑛𝑔𝑚𝑔𝑚

𝑚𝑎𝑥

, 𝑃𝑔𝑚

𝑚𝑖𝑛𝑔𝑚𝑔𝑚

𝑚𝑎𝑥

and 𝑄𝑔𝑚

𝑚𝑖𝑛𝑔𝑚𝑔𝑚

𝑚𝑎𝑥

 ∀𝑚 ∈ 𝑁𝑃𝑉 

 

b) Tap changing transformers constraints 

 

𝑇𝑡𝑚

𝑚𝑖𝑛𝑡𝑚𝑡𝑚

𝑚𝑎𝑥

 ∀𝑚 ∈ 𝑁𝑇 

 

c) Shunt compensators constraints 

 

𝑆
𝑠ℎ𝑚

𝑚𝑖𝑛𝑠ℎ𝑚𝑠ℎ𝑚

𝑚𝑎𝑥

 ∀𝑚 ∈ 𝑁𝐶 

 

d) Security constraints. Voltages at all the PQ buses must be restricted within a specified range and line 

flows in transmission line should not violate the maximum limit. 

 

𝑉𝑙𝑚

𝑚𝑖𝑛𝑙𝑚𝑙𝑚

𝑚𝑎𝑥

 ∀𝑚 ∈ 𝑁𝑃𝑄 

 

𝑆𝑙𝑚 ≤ 𝑆𝑙𝑚
𝑚𝑎𝑥 ∀𝑚 ∈ 𝑁𝑇𝐿 

 

e) GIPFC constraints. GIPFC is restricted in terms of injected series and shunt voltages magnitudes, phase 

angles and reactance. 

 

0 ≤ 𝑉𝑠𝑒 ≤ 0.1, 0 ≤ 𝜃𝑠𝑒 ≤ 360∘, 0 ≤ 𝑋𝑠𝑒 ≤ 0.1, 0 ≤ 𝑉𝑠ℎ ≤ 0.1, 0 ≤ 𝜃𝑠ℎ ≤ 360∘, 0 ≤ 𝑋𝑠ℎ ≤ 0.1 

 

f) Ramp-rate limits. The ramp-rate limits of 𝑚𝑡ℎ generator in MW/hour are as shown: 

 

𝑚𝑎𝑥(𝑃𝑔𝑚

𝑚𝑖𝑛𝑔𝑚
0

2𝑔𝑚
𝑚𝑖𝑛(𝑔𝑚

𝑚𝑎𝑥𝑔𝑚
0

1

 

 

where, 𝑃𝑔𝑚
0  is the generated power in previous hour, 𝑅1 and 𝑅2 are the up-rate and down-rate limit of 𝑚𝑡ℎ 

generator. 

g) POZ limits. In power systems, POZ limits generator operation in certain ranges from the entire range of 

possible generation. For 𝑚𝑡ℎ generator POZ at each time interval can be formulated as: 

 

𝑃𝑔𝑚

𝑚𝑖𝑛𝑔𝑚𝑔𝑚(1)

𝐿
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𝑃𝑔𝑚(𝑝−1)
𝑈 ≤ 𝑃𝑔𝑚 ≤ 𝑃𝑔𝑚(𝑝)

𝐿  

 

𝑃𝑔𝑚(𝑛)
𝑈 ≤ 𝑃𝑔𝑚 ≤ 𝑃𝑔𝑚

𝑚𝑎𝑥 

 

where, n is the number of prohibited zones, p is the index for prohibited zones, 𝑃𝑔𝑚(𝑝)
𝐿 and 𝑃𝑔𝑚(𝑝)

𝑈 are the 

lower and upper limit of 𝑝𝑡ℎ prohibited zone for 𝑚𝑡ℎ generator. With these constraints a penalty function 

is also incorporated to the objective function; it will allocate the initial values of penalty weights if 

constraints violate their limits [32]. 

 

 

5. AMELIORATED ANT LION OPTIMIZATION ALGORITHM 

5.1.  Existing ant lion optimization algorithm 

ALO algorithm is an optimization algorithm inspired by natural phenomenon and proposed in [31]. 

It mimics the hunting mechanism of ant lions. It is a novel meta-heuristic algorithm that is dwelt 

mathematically through the interaction between ants (prey) and ant lions (predator). Ant lions are the 

doodlebugs which basically belong to the Myrmeleontidae family, they possess two phases of life in 3 years 

of their total life span i.e., larvae for just 3-5 weeks and remaining is adult phase. In the phase of larvae their 

hunting mechanism is very fascinating. Initially, they start building cone shaped traps by throwing sand out 

with its jaw, and then they wait for ants at the edge of the conical structure to be get trapped into it, as shown 

in Figure 4. The stimulating features of these ant lions for digging traps are the hunger level and shapes of the 

moon. They used to dig a bigger trap in hunger and in full-shaped moon, which enhances the probability of 

their survival. ALO yields for global optimum solutions for constraint bounded optimization problems. It also 

maintains equilibrium among exploration and exploitation, with faster convergence [36]. 

 

 

 
 

Figure 4. Cone shaped trap for hunting ants 

 

 

5.2.  Proposed ameliorated ant lion optimization algorithm 

Basically ALO is implemented in five stages, which includes the complete mechanism of antlions’ 

hunting and further in the existing algorithm the Lévy flight operator of Cuckoo Search algorithm [27] has 

been added to ameliorate the overall performance. Main steps of proposed algorithm are being described with 

mathematical equations below. 

 

5.2.1. Stochastic walk of ants 

Initially, ants move erratically in search of food, which can be modeled: 

 

𝐴(𝑟) = [0, 𝑐𝑠(2𝑤(𝑟1) − 1), 𝑐𝑠(2𝑤(𝑟2) − 1), . . . . . 𝑐𝑠(2𝑤(𝑟𝐼𝑇) − 1)] (16) 

 

where, cs stands for cumulative sum, r is the step of random walks, IT maximum number of iterations and 

w(t) can be considered as (17): 

 

𝑤(𝑟) ={1, if rand>0.5 

 

0, if rand ≤0.5} (17) 
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The positions of ants are saved in matrix as: 

 

𝑋𝐴𝑛𝑡 = [

𝐴𝑛𝑡11 𝐴𝑛𝑡12 . . . . . 𝐴𝑛𝑡1𝐷
𝐴𝑛𝑡21 𝐴𝑛𝑡22 . . . . . 𝐴𝑛𝑡2𝐷
: : : :

𝐴𝑛𝑡𝑁1 𝐴𝑛𝑡𝑁1 . . . . . 𝐴𝑛𝑡𝑁𝐷

] 

 

where, 𝑋𝐴𝑛𝑡 matrix which have position of each ant, 𝐴𝑛𝑡𝑥𝑦 represents the value of 𝑥𝑡ℎ ants for 𝑦𝑡ℎ dimension, 

N and D are total number of ants (search variables) and dimension respectively. Therefore, the random walks 

can be normalized so that they are inside the search space. 

 

𝐴𝑖
𝑡 =

(𝐴𝑖
𝑡−𝑚𝑖)×(𝑘𝑖

𝑡−𝑗𝑖
𝑡)

𝑛𝑖−𝑚𝑖
+ 𝑗𝑖

𝑡 (18) 

 

where, 𝑚𝑖 and 𝑛𝑖 are the minimum and maximum of walk of 𝑖𝑡ℎ variable, 𝑗𝑖
𝑡  and 𝑘𝑖

𝑡 are the minimum and 

maximum of walk of 𝑖𝑡ℎ variable at 𝑡𝑡ℎ iteration. 

 

5.2.2. Ants trapped in ant lions’ traps 

Ant lion’s pits have their impact on the erratic walks of ants. To mathematically model this 

assumption the following equations are used: 

 

𝑗𝑖
𝑡 = 𝐴𝑛𝑡𝐿𝑖𝑜𝑛𝑗

𝑡 + 𝑗𝑡 (19) 

 

𝑘𝑖
𝑡 = 𝐴𝑛𝑡𝐿𝑖𝑜𝑛𝑗

𝑡 + 𝑘𝑡 (20) 

 

where, 𝑗𝑖
𝑡  and 𝑘𝑖

𝑡 minimum and maximum of all variables at 𝑡𝑡ℎ iteration respectively. 𝐴𝑛𝑡𝐿𝑖𝑜𝑛𝑗
𝑡 is the 

position of selected 𝑗𝑡ℎ ant lion at 𝑡𝑡ℎ iteration.  

 

5.2.3. Building the traps 

Roulette wheel selection is used for building the traps. Basically, in optimization the roulette wheel 

operator helps in selecting the ant lions based on their fitness. The chance of ants getting caught by the fitter 

ant lions is more. 

 

5.2.4. Slipping ants in the direction of ant lion  

Ant lions always build the trap accordance to their fitness and the ants usually reach the search space 

randomly. When the ants enter into the pit the ant lions throw the sand outwards so that ants can slip towards 

ant lions. The radius of ant’s erratic walk is represented as (21), (22): 

 

𝑗𝑡 =
𝑗𝑡

𝑍
 (21) 

 

𝑘𝑡 =
𝑘𝑡

𝑍
 (22) 

 

where, 𝑍 =
10𝐾𝑡

𝐼𝑇
, in which t and IT are current and maximum number of iterations respectively. K is a 

constant weight defined based on the basis of current iteration (K=2 when t>0.1IT, K=3 when t>0.5IT, K=4 

when t>0.75IT, K=5 when t>0.9IT, K=6 when t>0.95IT). 

 

5.2.5. Hunting ant then revamp the pit  

The terminating stage will occur when ant being caught by the ant lions, and it is made possible only 

when the ant becomes fitter than the corresponding ant lion. Then antlion should amend their position 

towards current position where ant gets hunted so that it enhances the probability of catching another ant. 

This phenomenon can be expressed as (23): 

 

𝐴𝑛𝑡𝐿𝑖𝑜𝑛𝑗
𝑡 = 𝐴𝑛𝑡𝑖

𝑡 if 𝑓(𝐴𝑛𝑡𝑖
𝑡) > 𝑓(𝐴𝑛𝑡𝐿𝑖𝑜𝑛𝑗

𝑡) (23) 

 

where, 𝐴𝑛𝑡𝑗
𝑡 is the position of selected 𝑖𝑡ℎ ant at 𝑡𝑡ℎ iteration. 
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5.2.6. Elitism  

Elitism is a salient operation of the evolutionary algorithms. It basically facilitates to obtain the 

optimal solution for the considered problems. For each iteration, best ant lion will be identified and 

contemplated as Elite, which will affect the movements of ants. It can be mathematically modeled as (24): 

 

𝐴𝑛𝑡𝑖
𝑡 =

(𝑄𝐴
𝑡+𝑄𝐸

𝑡 )

2
 (24) 

 

where, 𝑄𝐴
𝑡  and 𝑄𝐸

𝑡  random walk around the ant lion and elite selected at 𝑡𝑡ℎ iteration. 

 

5.2.7. Lévy flight operator 

Random walk of ants is being updated using Lévy flight operator from CSA, which enhances 

performance of existing algorithm. As the Lévy flight operator makes exploration more effective, it can be 

calculated as (25): 

 

𝐿évy(𝛼) = |
𝛤(1+𝛼)×sin(0.5𝜋𝛼)

𝛤(
1+𝛼

2
)×𝛼×20.5(𝛼−1)

|

1

𝛼

 (25) 

 

where, α is a constant whose value considered to be equal to 1.5 [37] and 𝛤 is a gamma distribution function. 

Thus, it updates the random walk of ants by (26): 

 

𝐴𝑖
𝑡 = 𝑚𝑖 + 𝐿évy × (𝑛𝑖 −𝑚𝑖) (26) 

 

 

6. RESULTS AND ANALYSIS 

6.1.  Benchmark test functions 

In this section, two benchmark test functions are preferred to validate the proposed algorithm. First 

function F (1) is a Sphere function, and second function F (2) is a Rastrigin function, both the functions are 

continuous, differential, separable and can be defined for N-dimension space, only difference is that sphere 

function is a unimodal function while Rastrigin function is a multimodal function. Parameters setting for both 

the test functions are listed in Table 1. 

 

 

Table 1. Parameters setting for Sphere and Rastrigin functions 
Function Dimension Range No. of search variables Max. Iteration 

𝐹(1) =∑𝑥𝑖
2

𝑛

𝑖=1

 
30 [-100,100] 40 100 

𝐹(2) =∑𝑥𝑖
2

𝑛

𝑖=1

− 10 cos(2𝜋𝑥𝑖) + 10 
30 [-5.12, 5.12] 40 100 

 

 

From Table 2, it can be seen that the results achieved for both the test functions when proposed 

AALO algorithm is implemented are less than the existing algorithms. For the sphere function, output is 

4.0681e-11 which is approximately 2.1832e-10 less than the output obtained through ALO algorithm. 

Similarly, for the Rastrigin function output is 7.437e-07 which is less than the output obtained through ALO 

algorithm. In Table 2 some of the existing algorithms like bat algorithm (BA), s-metric selection (SMS), 

hybrid cuckoo search algorithm (HCSA) are compared with proposed method. 

 

 

Table 2. Comparison of optimal result obtained for the Sphere and Rastrigin functions 
Function Existing BA 

[31] 

Existing SMS 

[31] 

Existing PSO 

[31] 

HCSA Existing ALO 

[31] 

Proposed 

AALO 

Sphere 

Function 
0.77362 0.0569 2.70e-09 6.83e-10 2.59e-10 4.0681e-11 

Rastrigin 

Function 
1.23374 1.3251 0.278588 4.012 e -03 7.71e-06 7. 437e-07 

 

 

From Figures 5-6 it can be analyzed that, initial iteration starts with lesser value in case of the 

AALO algorithm in comparison to the existing algorithms for both the benchmark test functions. It can also 
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be observed that convergence curve of proposed algorithm shows a smooth variation while for ALO 

algorithm curve has stepped variations. The optimum value obtained for both the functions are achieved in 

less iteration as compared to existing algorithms. Thus, it can be concluded that with the proposed AALO 

algorithm converges very fast for multi-modal as well as unimodal test function and it efficiently solve the 

multi-modal test function problems with the avoidance of local optima, so for further analysis AALO 

algorithm is preferred. 

 

6.2.  Electrical test system 

In order to justify the robustness and effectiveness of the proposed algorithm, IEEE-30 bus system is 

considered for solving the single objective OPF problem, in which 6 generators are placed at 1, 2, 5, 8, 11 

and 13 and remaining are the PQ buses. It consists of 41 transmission lines, 18 control variables,  

4 transformers are placed between buses 6-9, 6-10, 4-12, 28-27 and two shunt devices are located at buses 10 

and 24. Required bus data, line data, load data, cost data and generation data has been considered from [38]. 

Optimal power flow results for generation fuel cost with implementation of proposed AALO 

algorithm is tabulated in Table 3, with its comparison from the existing algorithms. It can be seen that 

generation fuel cost is minimized to 789.462$/h which is by far the better solution obtained in comparison to 

other existing algorithms. The proposed algorithm compared with existing method such as fruit fly algorithm 

(FFA), hybrid cuckoo search algorithm (HCSA), modified sine-cosine algorithm (MSCA). 

 

 

  

 

Figure 5. Convergence curve for the Sphere test 

function with different algorithms 

 

Figure 6. Convergence curve for the Rastrigin test 

function with different algorithms 

 

 

Table 3. Comparison of OPF solutions for generation fuel cost minimization for IEEE-30 bus system 
Variables PSO [9] FFA [39] ALO HCSA  [40] EMA [41] MSCA [42] Proposed AALO 

PG1, MW 178.5558 177.7152 176.6491 176.87 177.258 177.401 175.969 

PG2, MW 48.6032 45.46423 48.83991 49.8862 48.4 48.632 48.12035 
PG5, MW 21.6697 22.24322 21.52671 21.6135 21 21.2376 25.18808 

PG8, MW 20.7414 20.59715 21.73635 20.8796 21.606 20.8615 15.97765 

PG11, MW 11.7702 14.70965 12.16658 11.6168 12.012 11.9385 18.6224 
PG13, MW 12 12 12 12 12 12 14.30414 

V1, p.u. 1.1 1.098934 1.1 1.057 1.1 1.1 1.055672 

V2, p.u. 0.9 1.082836 1.07135 1.0456 1.1 1.0867 0.981154 
V5, p.u. 0.9642 0.919706 1.06827 1.0184 1.0487 1.0604 0.954773 

V8, p.u. 0.9887 1.1 1.0735 1.0265 1.0504 1.0923 0.966615 

V11, p.u. 0.9403 0.961242 0.95708 1.057 1.0725 1.1 0.975921 
V13, p.u. 0.9284 1.062683 1.03229 1.057 1.0461 1.1 0.9 

T 6-9, p.u. 0.9848 1.006858 1 1.0254 0.9858 1.0439 0.983995 

T 6-10, p.u. 1.0299 0.993187 1.08182 0.9726 1.0229 0.9144 0.993805 
T 4-12, p.u. 0.9794 0.990804 1.1 1.006 1.0085 1.03 0.944875 

T 28-27, p.u. 1.0406 0.981178 1.03477 0.9644 0.9973 0.9913 0.946326 
Q 10, p.u. 9.0931 28.98477 15.0667 25.3591 0.02893 0.0246 6.505655 

Q 24, p.u. 21.665 20.53278 9.5678 10.6424 0.01084 4.8426 10.15237 

Fuel cost $/h 803.454 802.3834 802.2029 802.034 799.963 799.31 798.4617 
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In Figure 7 convergence curve of generation fuel cost is shown which clearly shows that the 

proposed algorithm converges fast as compared to existing methods. For validating the effectiveness of 

proposed algorithm, results available from literature is shown in Table 4, from the best minimum result is 

obtained using proposed AALO algorithm. So, for further analysis AALO algorithm will be considered. 

 

 

 
 

Figure 7. Convergence curve of generation fuel cost with different algorithms 

 

 

Table 4. Summarized result for generation fuel cost minimization for IEEE-30 bus system 
Existing Methods Fuel cost in $/h 

Bees two-hive [43] 798.466 

Enhanced genetic algorithm (EGA) [42] 802.06 

Modified shuffle frog leaping algorithm (MSFLA) [44] 802.287 
Chaotic self-adaptive differential HSA (CDHSA) [45] 801.588 

Monarch butterfly optimization (MBO) [46] 823.3999 

Gbest-guided cuckoo search algorithm [47] 800.4173 
Gradient method [48] 804.853 

HCSA [9] 802.0347 

TS [49] 802.29 
Backtracking search algorithm [50] 801.63 

DA-PSO [35] 802.1241 

Ant colony optimization (ACO) [51] 802.5780 
Gravitational search algorithm (GSA) [52] 798.6751 

Biogeography-based optimization (BBO) [53] 799.1116 

Differential evolution algorithm [48] 799.289 
Novel Improved Social Spider Optimization (NISSO) [1] 799.76242 

 

 

6.3.  Incorporation of GIPFC device in IEEE-30 bus system 

Now we will incorporate the GIPFC devices in our electric test system but before that we need to 

identify the weakest buses in IEEE-30 bus system so that GIPFC can be optimally places at those buses to 

enhance the system parameters. For determination of weakest line, LSZ method is applied, and whichever 

lines get maximum LSZ value will be considered to be the weakest bus and rank high in order. For all the 

lines LSZ is calculated which are mentioned in Table 5, from which we can see that line 7 between the buses 

5-7 is the weakest bus in test system but as per considered heuristic rule, it cannot be considered to place 

GIPFC as bus 5 is a PV bus, so next weakest line is 39 which is between buses 29-30. Next lines 5 and 3 

which are between buses 2-5 and 2-4 respectively also cannot be considered as bus 2 is also a PV bus. Then 

second line which can be selected is 32 which are between buses 24-25. So, lines between the buses 24-25 

and 29-30 are taken as the weakest line and optimal location to place GIPFC.  

After determining the weakest buses, GIPFC is incorporated in NR load flow to overcome the 

shortcomings caused due to the weak lines. The OPF solution for considered objectives are mentioned in 

Table 6, in this table three cases are compared, one without placing any FACTS device, second are with 

incorporation of IPFC and third is with incorporation of GIPFC. It can be seen from the Table 6, that 

objectives get reduced to lesser value when IPFC [9] and GIPFC are incorporated in comparison to the 

system without any FACTS controller. We can also observe and conclude that among both the devices i.e., 
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IPFC and GIPFC, OPF solution for considered objectives are least when GIPFC is incorporated. Generation 

fuel cost got minimized to 800.3032$/h, emission got minimized to 0.20496 ton/h and total power loss got 

minimized to 3.271884 MW when GIPFC is incorporated (all results obtained is under both the practical 

constraints). From this result GIPFC controller is superior and more efficient as compared to IPFC controller. 

So GIPFC is being carried forward for further analysis. 

 

 

Table 5. Rank orders of weakest lines with its LSZ value 
Line No. Between Buses LSZ Output Rank 

7 5-7 16.73588 1 
39 29-30 11.597432 2 

5 2-5 9.4938832 3 

3 2-4 9.3499862 4 
32 24-25 8.3311588 5 

16 12-13 7.6553758 6 

18 12-15 5.9315986 7 

21 16-17 4.1713139 8 

17 12-14 3.9424517 9 

29 21-22 3.8644979 10 
19 12-16 3.8144801 11 

15 4-12 3.7741881 12 

14 9-10 3.5390679 13 
24 19-20 2.809922 14 

38 27-30 2.6291642 15 
31 22-24 2.1504857 16 

27 10-21 2.0442206 17 

20 14-15 1.646794 18 
23 18-19 1.5342253 19 

25 10-20 1.1104449 20 

28 10-22 1.0927438 21 
26 10-17 1.0133989 22 

22 15-18 0.9582758 23 

6 2-6 0.595508 24 

 

 

Table 6. Comparison of OPF solutions with and without FACTS devices for IEEE-30 bus system 

Variables 

Generation fuel cost $/h Emission ton/h Total power loss (MW) 

Without 

FACTS 

With 

IPFC [9] 

With 

GIPFC 

Without 

FACTS 

With 

IPFC [9] 

With 

GIPFC 

Without 

FACTS 

With 

IPFC [9] 

With 

GIPFC 

PG1, MW 173.267 158.75 152.145 74.54 63.41 51.2181 66.9994 65.42 71.283 

PG2, MW 50 46.41 60 60.5741 68.9981 50 67.9175 71.0932 25 

PG5, MW 36.6578 20.13 22.7398 27.6277 50 29.4145 47.9556 50 39.5605 
PG8, MW 20.5048 25 21.4135 17.098 35 21.2359 35 35 24.0324 

PG11, MW 28.4988 24.1985 16.1379 18.2864 30 28 25 30 16.7638 

PG13, MW 23.1682 15.213 18.8414 38.441 40 35 35.4886 35.3123 24 
V1, p.u. 0.94967 1.0039 0.99398 1.0476 0.9914 0.9824 1.0625 1.1 1.09219 

V2, p.u. 0.9027 0.9556 0.9679 1.01244 0.95 0.96137 0.98534 1.1 0.99392 

V5, p.u. 0.93732 1.0118 1.08174 0.95137 0.9854 0.99058 1.03854 1.0677 1.04351 
V8, p.u. 0.93537 0.9923 1.0096 1.00173 1.0394 0.98155 1.0794 1.1 1.07641 

V11, p.u. 0.96229 1.0866 0.95609 1.02569 1.1 0.99964 1.06079 1.0091 1.0284 

V13, p.u. 0.92027 1.1 1.08086 0.98295 0.9512 1.02754 0.98594 1.0398 1.04951 

T 6-9, p.u. 0.97118 0.9568 0.94411 1.00036 0.996 1.01241 1.09999 1.1 0.99886 

T 6-10, p.u. 1.01248 0.9097 1.03616 0.99955 0.9067 1.09475 1.07552 1.0142 0.95109 

T 4-12, p.u. 1.0624 0.9 0.90336 0.96799 0.9 1.06608 1.00395 1.1 0.97847 
T 28-27, p.u. 1.01076 1.055 0.94495 1.09931 1.1 1.04232 0.97961 1.0269 0.9515 

Q 10, p.u. 9.13189 8.994 8.22457 14.925 2702889 21.5025 27.5035 30 5.49274 

Q 24, p.u. 11.7776 6.9347 9.63802 18.0374 16.9813 15.4635 23.2904 5 17.7215 
Vse1, p.u. NA 0.0932 0.06638 NA 0.1 0.04123 NA 0.0565 0.01987 

Vse2, p.u. NA 0.0626 0.06482 NA 0.1 0.03847 NA 0.0572 0.00046 

Qse1, deg NA 91.6182 288.79 NA 0 269.76 NA 32.446 269.09 
Qse2, deg NA 93.1755 166.176 NA 5.22719 48.8095 NA 28.291 127.128 

Xse1, p.u. NA 0.0938 1.37469 NA 0.1 0.05462 NA 0.1 0.04872 

Xse1, p.u. NA 0.0913 0.55047 NA 0.9536 0.07578 NA 0.1 0.07534 
QGIPFC,p.u. NA NA 0.08371 NA NA 0.0226 NA NA 0.07331 

fuel cost $/h 806.431 801.577 800.303 903.752 948.682 950.016 902.648 929.586 937.322 

Emission, 
ton/h 

0.26129 0.31781 0.30711 0.22299 0.20496 0.20426 0.21852 0.2071 0.21664 

power loss, 

MW 
8.75197 6.3261 11.7233 4.86923 4.01124 5.34889 4.9129 3.4286 3.27188 
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As in section 2, current injection modeling of GIPFC is mathematically derived and it is being 

observed that in comparison to power injection modeling of GIPFC, current injection modeling is better 

technique in terms of mathematical observation. In this section, PIM and CIM model of GIPFC is 

incorporated in IEEE-30 bus system and from Table 7, they can be easily compared as OPF solution for 

considered objectives are solved using both the modeling techniques. We can see that generation fuel cost is 

798.881$/h, emission is 0.202061 ton/h and total power loss is 3.18369 MW when CIM of GIPFC is 

incorporated, which is less than the objectives minimized by PIM of GIPFC and by far the best result 

obtained for the objectives under the effect of practical constraints. Convergence curve for both the technique 

is plotted for all three objectives in Figures 8-10. So, it is an evident that with the CIM of GIPFC using 

proposed AALO algorithm under practical constraints is best approach to solve the optimal power flow 

problems. It fastens the convergence and initial iteration starts with less objectives value. 

 

 

Table 7. Comparison of OPF solutions with power injection model and current injection model of GIPFC  

for IEEE-30 bus system 

Variables 
Generation fuel cost $/h Emission ton/h Total power loss (MW) 

PIM OF GIPFC CIM OF GIPFC PIM OF GIPFC CIM OF GIPFC PIM OF GIPFC CIM OF GIPFC 
PG1, MW 152.1452 126.1154 51.21809 50.47963 71.28296 69.227 
PG2, MW 60 44.60762 50 48.96282 25 60 
PG5, MW 22.73976 36.04118 29.41447 30.03733 39.5605 29.129 
PG8, MW 21.41351 25.84747 21.23589 29.93604 24.03236 29.495 

PG11, MW 16.13788 18.54505 28 16.66767 16.76377 22.117 
PG13, MW 18.84142 27.88265 35 35.2062 24 24.951 

V1, p.u. 0.993978 1.059251 0.982404 1.069144 1.092191 0.976 
V2, p.u. 0.967901 1.05023 0.961366 0.962817 0.993921 1.048 
V5, p.u. 1.081741 1.051464 0.990584 1.027999 1.043506 0.986 
V8, p.u. 1.009599 1.023271 0.981551 1.027177 1.076408 0.957 
V11, p.u. 0.956094 1.043279 0.99964 1.076781 1.028397 1.097152 
V13, p.u. 1.080862 1.05961 1.027536 1.022123 1.049514 1.041 
T6-9, p.u. 0.944109 0.98062 1.01241 0.956076 0.998862 0.921 
T6-10, p.u. 1.036162 1.047095 1.09475 0.986248 0.951087 0.95 
T4-12, p.u. 0.903357 0.964297 1.066082 0.954205 0.978472 0.986 

T28-27, p.u. 0.944948 1.016266 1.042322 0.994694 0.951497 0.964 
Q10, p.u. 8.224565 22.33019 21.50248 7.574524 5.492738 20.899 
Q24, p.u. 9.638023 25.12324 15.46346 24.43548 17.72147 6.404 
Vse1, p.u. 0.066384 0.122422 0.041229 0.83803 0.019865 0.632 
Vse2, p.u. 0.064822 0.504409 0.038472 0.148498 0.000464 0.194 
θse1, deg 288.7902 246.8979 269.7597 48.10084 269.0895 273.6117 
θse2, deg 166.1756 226.4817 48.80947 265.4448 127.1278 338.2553 
Xse1, p.u. 1.374693 0.720624 0.054615 0.888889 0.048723 0.592 
Xse1, p.u. 0.550469 0.779768 0.075779 0.42209 0.075338 0.335 
Xsh, p.u. NA 1.004626 NA 0.421743 NA 0.964 
Vsh, p.u. NA 0.737168 NA 0.379033 NA 0.574 
θsh, p.u. NA 339.9701 NA 240.79022 NA 272.7 

Fuel cost $/h 800.3032 798.8806 950.0163 968.7877 937.3221 958.1022 
Emission, ton/h 0.307109 0.305395 0.204258 0.202061 0.216643 0.275682 
Power loss, MW 11.7233 7.217743 5.348887 7.728633 3.271884 3.18369 

 

 

 
 

Figure 8. Convergence curve of generation fuel cost with PIM and CIM of GIPFC 
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Figure 9. Convergence curve of emission with PIM and CIM of GIPFC 

 

 

 
 

Figure 10. Convergence curve of total power loss with PIM and CIM of GIPFC 

 

 

7. CONCLUSION 

In this paper, ameliorated ant lion optimization algorithm had been proposed for minimizing the 

single as well as multi-objectives problem of OPF including objectives such as generation fuel cost, 

emission, and total power losses with the incorporation of GIPFC in power system. The proposed algorithm 

had been tested on Sphere and Rastrigin test functions, which in results proves that the addition of Lévy 

flight operator in existing ant lion optimization Algorithm revamp the performance and yields better solutions 

with fast convergence rate. In addition to it, current injection modeling of GIPFC had been derived and 

implemented in NR load flow method and observed that it is simple and better approach for modeling a series 

controller as it leads to wider and faster the convergence. For optimal allocation of GIPFC, LSZ formula had 

been implemented which helps to maintain the voltage stability in power system as it identify the weakest 

lines which are at a verge to get collapse and those weakest lines had been considered for placing the device. 

Thus, the proposed algorithm with CIM of GIPFC had been validated on IEEE-30 bus system and hence it 

can be contemplated as a better alternative approach for solving OPF problems more effectively and 

efficiently. 
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