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 Online hate speech is one of the negative impacts of internet-based social 

media development. Hate speech occurs due to a lack of public understanding 

of criticism and hate speech. The Indonesian government has regulations 

regarding hate speech, and most of the existing research about hate speech 
only focuses on feature extraction and classification methods. Therefore, this 

paper proposes methods to identify hate speech before a crime occurs. This 

paper presents an approach to detect hate speech by expanding synonyms in 

word embedding and shows the classification comparison result between 
Word2Vec and FastText with bidirectional long short-term memory which 

are processed using synonym expanding process and without it. The goal is to 

classify hate speech and non-hate speech. The best accuracy result without 

the synonym expanding process is 0.90, and the expanding synonym process 
is 0.93. 
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1. INTRODUCTION  

Online hate speech is one of the negative impacts of the development of internet-based social media. 

Hate speech is a kind of communication that is rude, abusive, intimidating, harassing towards a person or 

group of people [1]. It can cause a detrimental impact directly or indirectly to other people or groups [2]. An 

example of the hate speech spread is during the regional head election or presidential election, in which each 

group attacks one another in order to win the election results. 

Hate speech can happen because people have lack of understanding to differentiate between 

criticism and hate speech. They often use dirty words, harassment, and even insult [3]. The Indonesian 

government published a regulation regarding hate speech in Undang-Undang Informasi dan Transaksi 

Elektronik (Law of Electronic Information and Transaction), article 27 paragraph (3) and article 45 paragraph 

(1), and the circular (SE) of the National Police Chief number SE/6/X/2015 [3]. Online hate speech is also a 

problem in other countries. For example, in Rohingya Myanmar, in 2017, online hate speech incited violence 

against Rohingya Muslims and killed thousands of civilians [4]. Twitter is one of the social media which is 

potentially used to express hate speech, and people can freely tweet their feelings, opinions, or criticisms of a 

government policy. Therefore, it is necessary to detect hate speech before a crime occurs. 

Hate speech detection in Twitter data includes natural language processing (NLP) text classification. 

However, most of the existing research about hate speech only focuses on feature extraction and 

classification methods [3], [5]–[8]. For example, research aiming to detect hate speech in English was 

https://creativecommons.org/licenses/by-sa/4.0/
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conducted by combining the four feature extraction methods [5]. These features are sentiment-based, 

semantic features, unigram features, and pattern features. After getting features, machine learning was used 

for classification. D’Sa et al. [9] detected toxic speech with a deep learning approach, while Fauzi and 

Yuniarti [7] used an ensemble technique to classify Indonesian hate speech.  

In natural language processing (NLP), feature extraction plays an essential role in getting good 

results because its results are used in classification methods. Word2Vec is a feature extraction that is not 

better than term frequency-inverse document frequency (TF-IDF) and term frequency (TF). TF-IDF and TF 

got better results when combined with machine learning algorithms such as support vector machine (SVM), 

naïve Bayes (NB), Bayesian logistic regression (BLR), and random forest (RF) as classifiers to recognize 

hate speech in the Indonesian language [2]. Expanding features with synonyms, hypernyms, and holonyms 

can improve accuracy [10]. 

This paper used synonyms-based feature expansion on word embedding methods Word2Vec and 

FastText, then applied bidirectional long short-term memory (BiLSTM) for classification to produce high 

accuracy. The rest of the paper is constructed in the other four sections. Related work is reported in Section 2. 

Section 3 presents our proposed methods. Experimental setup and result analysis are explained in section 4, 

while section 5 contains the conclusion of our paper with future scope.  

 

 

2. RELATED WORK 

2.1.  Hate speech detection 

Many methods have been proposed in hate speech detection. Detecting hate speech on Instagram 

had been proposed using combination method of Word2Vec Skip-gram model, random oversampling 

method, modification of TextCNN to get a high F1-score on an imbalanced dataset [6]. In the research, 

oversampling and undersampling methods are also used to handle imbalanced dataset.  

Detecting hate speech by combining four features extraction with machine learning classifier obtain 

0.874 accuracy for two classes (offensive and non-offensive) and 0.784 accuracy for three classes (hateful, 

offensive, and clean) in English dataset [5]. When convolutional neural networks (CNN) and TF-IDF are 

used to identify hate speech in the Indonesian tweets, the best accuracy obtained from the test was 0.825 and 

0.73 for the lowest [8]. Since this research used word frequencies, using word sequences feature extraction 

Word2Vec or FastText is suggested to improve accuracy. An ensemble technique is used to classify 

Indonesian hate speech by combining machine learning such as naïve Bayes (NB), k-nearest neighbors 

(KNN), maximum entropy (ME), RF, and SVM [7]. Using soft voting and hard voting methods to combine 

these machine learning methods, the research showed that the ensemble approach can minimize 

misclassification when detecting new data. 

Gated recurrent unit (GRU) is used for classification and Word2Vec for feature extraction [2]. GRU 

is a variant of recurrent neural network (RNN), and it was selected because it has simpler architecture than 

long short-term memory (LSTM). Besides, just like LSTM, GRU also solves the vanishing gradient problem 

in standard RNN. GRU is also used for hate speech detection [2], but the FastText pre-trained model for 

feature extraction is used without pre-processing step. The pre-trained model from Wikipedia obtained the 

best results. Table 1 shows the comparison of data and methods from previous research. 

 

 

Table 1. The comparison data and methods 
No Reference Data Methods 
1 [5]  21,000 tweets for training 

 2,010 tweets for testing 

2,010 tweets for validation 

Sentiment-based features, semantic features,  

unigram features, pattern features and J48graft algorithm 

2 [7]  260 labelled as hate speech 

445 labelled as non-hate speech 
TF-IDF, NB, KNN, ME, RF, SVM, hard voting and  

soft voting 
3 [2]  260 labelled as hate speech 

453 labelled as non-hate speech 
Word2Vec and GRU 

4 [6]  1,018 labelled as hate speech 

 12,176 labelled as non-hate speech 
80% for training and 20 % for testing 

Word2Vec Skip-gram model, TextCNN,  

synthetic minority oversampling technique (SMOTE)  

and TextCNN +LSTM 
5 [8]  630 tweets for training 

5, 50, 75, 100, 150, and 200 tweets for testing 
TF-IDF and CNN 

6 [3]  260 labelled as hate speech 

 453 labelled as non-hate speech 

80% for training and 20% for testing 

FastText and GRU 
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2.2.  Synonym-based feature expansion 

Fauzi et al. [11] studied the sentiment analysis on the mobile banking review app, which then 

obtained the fact that adding synonym-based feature expansion was better than those that did not use feature 

expansion in the naive bayes classifier. Adding WordNet relations, such as synonyms, hypernyms, and 

holonyms, into feature extraction can increase the accuracy of the classifier [10]. Comparing synonym 

candidates with parents, children, or root nodes in large shopping taxonomies increased the accuracy of 

classification included in the complex entities [12]. WordNet is used to get synonyms and antonyms for 

expanding the meaning of words [13]. Word list with term frequency-inverse cluster frequency (TF-ICF) was 

extended to overcome the out-of-vocabulary (OOV) problems [14]. 

 

2.3. Word embedding 

Word embedding converts words to real vector numbers. Word embedding can capture semantic 

similarity and describe it into a small vector dimension, which differs from the one-hot encoding approach. 

Each word is represented as an integer number which makes the vector representation very large [15]. Based 

on previous research [16], we used two word-embedding Word2Vec and FastText because these methods 

could get great results for binary classification. 

 

2.3.1. Word2Vec 

Word2Vec is a method proposed as a model for effective training on large documents with low 

computational complexity [15]. It can be used to solve problems in NLP. Word2Vec and deep learning CNN, 

LSTM, and CLSTM is used for traffic events detection, where Word2Vec and CNN got the best results for 

binary and ternary classification compared to the FastText model and random word vectors [16]. The 

implementation of Word2Vec and CNN to classify short sentences product reviews explained that Word2Vec 

and CNN were able to do text classification [17]. The use of LSTM is suggested to handle sequential data in 

text classification in future work. 

Word2Vec has two types: continuous bag of word (CBOW) and skip-gram. CBOW is used to 

predict words based on context by maximizing word probability and Skip-gram for predicting context based 

on terms because Skip-gram used the surrounding word in sentences for prediction [18]. The CBOW and 

Skip-gram architecture has three layers. The first layer is the input, followed by the hidden layer, and the last 

layer is the output. In Skip-gram, the input layer received vector data the same as the input word. The output 

layer provided a probability distribution for all words in the context.  

 

2.3.2. FastText 

FastText is an expanded version of the Word2Vec skip-gram model [19]. It uses the Word2Vec 

skip-gram model designed to study the vectors which is represented by each n-gram character in the text 

corpus. Then, the vector representing the word is the sum of the vectors associated with the n-gram vector 

[16]. In other words, FastText creates vectors by learning the information subword [20]. For example, with 

n=3, the word <penjara> (<jail>) can be represented. <pen, enj, nja, jar, ara> (<jai,ail>). The vector of the 

word penjara (jail) is the sum of all the n-grams that appear. The word w indicates that 𝑁𝑤 ∈  {1, … . , 𝑁} is 

part of the n-grams that appears in the word w. 

 

2.4.  Text classification 

Recently the deep learning approach is often used to complete text classification tasks. CNN and 

RNN are two methods that solve text classification problems [17], [21], [22]. However, both have 

disadvantages. CNN cannot handle sequential data directly, that using word embedding to produce an 

optimum performance for sentiment text classification is suggested [23]. RNN, having different problems, 

sums all the backpropagation phases that can make the gradient smaller or larger, which is commonly known 

as vanishing or exploding gradient [24]. Due to those drawbacks, LSTM was introduced [25] to solve the 

problems and became the development of RNN.  

LSTM is an extension of RNN that can solve the gradient vanishing or exploding problems on RNN 

[24]. Vanishing gradient is caused by the gradient which is getting smaller until the last layer. It then makes 

the weight value does not change so that it never gets better or convergent results. LSTM consists of three 

gates and a cell memory state. Although LSTM can handle many text classification problems, LSTM only 

uses the results from previous information, and sometimes it is not enough to solve classification problems 

[26]. Therefore, BiLSTM was developed. The BiLSTM consists of two LSTMs, which make it possible to 

get information from both forward and backward directions and combine the knowledge for a better result. 

The equations of BiLSTM output can be seen in (1) [27], 

 

𝑦𝑘(𝑡) = yk⃗⃗⃗⃗ (𝑡) + 𝑦𝑘⃖⃗ ⃗⃗⃗(𝑡) (1) 
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where 𝑦𝑘  represents the result of BiLSTM, 𝑦𝑘⃗⃗⃗⃗ (t) isthe ouput of the forward LSTM, and 𝑦𝑘⃖⃗ ⃗⃗⃗(𝑡) is the output of 

the reserve LSTM. 

 

2.5.  Evaluation 

Precision, recall, and F1-score are used to measure the performance evaluation of our model [2]. 

Precision divides the positive true class predictions and the overall positive class predictions. Then recall is a 

true positive division by the total TP and FN. Finally, F1-score is the harmonic mean of precision and recall.  

 

 

3. METHOD 

The proposed method diagram is shown in Figure 1. There are two stages in our research regarding 

hate speech detection. The first is the training stage and the second is the testing stage. In the training stage, 

we pre-processed data to clean the data before entering the synonym feature expansion. Then results of the 

synonym feature expansion were used for feature extraction. The following process was a classification to 

make a model. The testing phase served to test the model that had been formed in the training phase. First, 

we also pre-process data test before the detection process. Then, our hate speech detection results were 

presented in binary classification: hate speech or non-hate speech. 

 

 

 
 

Figure 1. The proposed method 

 

 

3.1.  Data collection 

We used a dataset from Alfina et al. [28], which contains data from Indonesian Twitter. The dataset 

consists of 713 data which contains 260 labeled hate speech and 453 non-hate speech. It was collected in 

2017 and related to political events, namely the 2017 Jakarta gubernatorial election. The dataset was 

annotated by 30 annotators consisting of college students studying in Jakarta and the surrounding area at the 

age of 17-24 years old. An example of a dataset can be seen in Table 2. 

 

 

Table 2. The example of dataset [28] 
No Text Label 
1 Tuhan punya rencana yg indah buat Pak Ahok dan Pak Djarot 

(God has beautiful plan for Mr. Ahok and Mr. Djarot) 
Non_HS 

2 Shame on you silvy!! Ga malu fitnah?? Tuh rasain pak ahok panas, skak mat #DebatFinalPilkadaJKT 

(Shame on you silvy!! Aren’t you ashamed of being a slander?? See, Pak Ahok is angry, checkmate 

#DebatFinalPilkadaJKT) 

HS 
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3.2.  Pre-processing 

This stage was aimed to make cleaner data before entering the next step, this stage consists of five 

steps: the first is case folding stage to change words into lower case, then filtering function to remove special 

characters so that only letters and numbers are left, stop word removal process to remove meaningless words 

which are (and, or, to, and from), stemming function to change words into original words, tokenizing is a 

process to separate words in a sentence into tokens.  

 

3.3.  Synonym-based feature expansion 

This process was done to expand features by adding the identical meaning of a word to make the 

number of features more extensive. In this study, Indonesian thesaurus [29] was used to get synonyms for 

each word. The first step in this process was to get the word from the pre-processing results. The second step 

was to find the synonym from the Indonesian thesaurus. In the last step, we used 100% results synonym from 

the thesaurus and inserted as the new features. The example of synonym-based feature expansion is shown in 

Table 3. The bold word represents the original word, and the non-bold word represents the synonym 

expansion. 

 

 

Table 3. The example of synonym expansion [29] 
No Process Results 
1 Original tweet Tuhan punya rencana yg indah buat Pak Ahok dan Pak Djarot 

(God has beautiful plan for Mr. Ahok and Mr. Djarot) 
2 Pre-processing ['tuhan', 'rencana', 'indah', 'ahok', 'djarot'] 

([god, plan, beautiful, ahok, djarot]) 
3 Synonym 

expansion 
[tuhan, rencana, acara, agenda, bagan, buram, dasar, draf, jadwal, konsep, persediaan, persiapan, 

program, rancangan, rangka, indah, artistik, bagus, baik, bergaya, cakap, cantik, dikara, elok, jalak, 

minat, ahok, djarot] 

([god, plan, program, agenda, schematic, sketch, base, draft, schedule, supply, preparation, programme, 

design, framework, beautiful, artistic, good, nice, stylish, capable, pretty, noble, elegant, starling, interest, 

ahok, djarot]) 

 

 

3.4.  Word2vec 

This process converts the results of the synonym-based feature expansion into a vector value. We 

used Word2Vec for word embedding skip-gram. We also used Gensim library in Python to implement 

Word2Vec with vector size 100, windows size 5, and minimum count 3, then the result of vectors to train and 

test with classification methods. In this process, we trained the model with the original word from the 

Indonesian tweet and added 100% synonym expansion from the thesaurus. 

 

3.5.  FastText 

This process changed the results of synonym-based feature expansion using the FastText method. 

This study used the Gensim library in Python with vector size 100, windows size 5, and minimum count 3. 

Same as Word2Vec in this process, we trained the model with the original word from the Indonesian tweet 

and added 100% synonym expansion from the thesaurus. 

 

3.6.  Classification 

This stage was divided into two: training and testing phase. The training data, which had passed the 

preprocessing phase, the synonym-based feature expansion stage, and the word embedding stage, entered the 

training phase. The word embedding results were trained with BiLSTM with predetermined parameters to 

create a model. The model from the training phase was used to classify testing data in the testing phase. The 

results of preprocessing and word embedding in the testing phase was a model. The prediction model from 

the testing phase was then compared to the model from the training phase. If the prediction model was less 

than 0.5, the text data would be classified as hate speech. Meanwhile, if it was more than or equal to 0.5, the 

text would be classified as non-hate speech. The example of the classification result can be seen in Table 4. 
 
 

Table 4. The example of dataset [28] and the classification result 
No Text Prediction value Predicted class Actual class 
1 Tuhan punya rencana yg indah buat Pak Ahok dan Pak Djarot 

(God has beautiful plan for Mr. Ahok and Mr. Djarot) 
0.798 Non_HS Non_HS 

2 Shame on you silvy!! Ga malu fitnah?? Tuh rasain pak ahok panas, 

skak mat #DebatFinalPilkadaJKT 

(Shame on you silvy!! Aren’t you ashamed of slander?? See, Pak 

Ahok is angry, checkmate#DebatFinalPilkadaJKT) 

0.252 HS HS 
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4. RESULTS AND DISCUSSION 

In this section, the performance of our study is described. First, the method to compare Word2Vec 

and FastText with the BiLSTM classifier is explained. Then, Word2Vec and FastText are also compared, 

after using synonym-based feature expansion. In the last part of this section, the results are compared with 

other methods. 

 

4.1.  Model performance 

In measuring model performance, four models are compared: Word2Vec, “Word2Vec+synonym-

based feature expansion”, FastText, “FastText+synonym-based feature expansion” with 20% data from 

dataset or 143 data for test. In this experiment, BiLSTM is used for classification with 10, 20, 30, 40 and  

50 epochs. The average obtained by FastText was better than Word2Vec and the result of adding synonym-

based feature expansion gave higher accuracy. The best average of “FastText+synonym-based feature 

expansion” obtained was 0.88112, and the highest accuracy result was 0.9301. Table 5 represents the average 

accuracy of models. 

 

 

Table 5. Average accuracy of models 
Model Average accuracy 

Word2Vec 0.857 
Word2Vec+synonym 0.869 

FastText 0.871 
FastText+synonym 0.881 

 

 

4.2.  Comparison results 

In previous research, the best F1-score with NB, SVM, and RF was got when combined with hard or 

soft voting [7]. The results obtained by hard and soft voting were the same, which was 0.798. GRU was also 

used to detect hate speech [2], [3], which obtained better results. Even though GRU was used, the feature 

extraction was different. The use of Word2Vec [2] obtained better result than the use of FastText model [3] 

in the precision and F1-score. The training data influenced the Word2Vec method. With more training data, 

the Word2Vec model has a greater chance to represent the suitable word. FastText has better capabilities 

because it can handle OOV problems. 

We compared our results with the previous study that used the same dataset [28] and got better 

precision and accuracy results. However, the recall and F1-score obtained were not better than previous 

research because the recall and the F1-score result on the proposed method model were low to recognize the 

hate speech class. The recall result was 0.8444, while the non-hate speech class reached 0.9694, and the  

F1-score reached 0.8837 for hate and 0.9500 for non-hate. With imbalanced datasets, some data were 

misclassified. The example “Sylvi terlihat bloonnya #DebatFinalPilkadaJKT (Sylvi looks stupid 

#DebatFinalPilkadaJKT)” was classified as non-hate speech. In previous research, Patihullah and Winarko 

[2] got the best accuracy with 0.9296, and the proposed method reached 0.9301.  

We used BiLSTM for the classifier. Although the BiLSTM architecture is more complex than the 

GRU, BiLSTM gets information in forward and backward directions, combines the knowledge, and gets a 

better result. Synonym-based feature expansion was added to the feature extraction. The previous test showed 

that FastText+synonym-based feature expansion got the best average than the other models. Table 6 shows 

its comparison with other methods. 

 

 

Table 6. Comparison results 
No Method Result 

Precision Recall F1-score Accuracy 

1 The Proposed Method 0.930 0.907 0.917 0.930 
2 [2] 0.885 0.920 0.902 0.930 

3 [3] 0.923 0.915 0.919 - 

4 [7] - - 0.798 - 

 

 

5. CONCLUSION 

This study proposes to add synonym-based feature expansion at word embedding to recognize hate 

speech on Indonesian’s Twitter. We compared the performance of Word2Vec and FastText to convert words 

into vectors. We also used the BiLSTM as the classifier. Synonym-based feature expansion in word 

embedding could impact the average accuracy. The best result in our study with an accuracy of 0.9301 was 
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obtained using FastText+synonym-based feature expansion and got the best effects in the average accuracy 

test. Word2Vec has increased accuracy by 0.0112, and FastText 0.0098 compared to the one without 

synonym-based feature expansion. For future work, we suggest using antonyms, hypernyms, and holonyms 

for expanding features and using transformer models as bidirectional encoder representations (BERT). 
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