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 In recent years, vast improvement has been observed in the field of medical 

research. Alzheimer's is the most common cause for dementia. Alzheimer's 

disease (AD) is a chronic disease with no cure, and it continues to pose a 

threat to millions of lives worldwide. The main purpose of this study is to 

detect the presence of AD from magnetic resonance imaging (MRI) scans 

through neuro imaging and to perform fusion process of both MRI and 

positron emission tomography (PET) scans of the same patient to obtain a 

fused image with more detailed information. Detection of AD is done by 

calculating the gray matter and white matter volumes of the brain and 

subsequently, a ratio of calculated volume is taken which helps the doctors 

in deciding whether the patient is affected with or without the disease. Image 

fusion is carried out after preliminary detection of AD for MRI scan along 

with PET scan. The main objective is to combine these two images into a 

single image which contains all the possible information together. The 

proposed approach yields better results with a peak signal to noise ratio of 

60.6 dB, mean square error of 0.0176, entropy of 4.6 and structural 

similarity index of 0.8. 
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1. INTRODUCTION  

Dementia is one of the primary health concerns among the elderly/ageing population in the society. 

Dementia is a more common term for memory loss and the loss of other cognitive abilities that directly and 

heavily affect day today life of the suffering person. Alzheimer's disease (AD) is the 7th most common reason 

for the death of the people all around the world and the most common cause of dementia. In India alone, 

more than 4 million people suffer from one or the other form of dementia. The first noticeable change of AD 

is the difficulty in recalling events of a near past, lack of self-care, behavioral changes, and there is no cure 

for this. The pre-dementia stage symptoms are very similar to that of natural ageing, and hence it is difficult 

to notice and tell apart these as clear indicators of the disease. According to statistics, about 60-80 percent of 

all dementia cases evolve into Alzheimer’s and detection of AD in its later stages makes it even more tough 

for the patient and their family to cope with it [1].  

There are various imaging modalities that can be used to detect the early biomarkers of Alzheimer’s; 

the typically used techniques are: single photon emission computed tomography (SPECT), positron emission 

tomography (PET), and magnetic resonance imaging (MRI) [2]. MRI displays tissue information but does not 

give structural information; this is available in CT scans. PET scans give information regarding the flow of 
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blood in the area scanned. Research has been done in this area with respect to fusion of images for a final 

scan that yields more information in comparison with the result of individual imaging modalities. The 

imaging techniques named are interactive and can be used to highlight specific and different parts of the 

scanned area [3]. However, individually, they have their own drawbacks.  

Several academic reports based on the detection of Alzheimer's using neuroimaging, computer aided 

diagnostic systems (CADS) and medical image fusion were studied to gain an understanding about the current 

scenario and the new technologies explored in this research. Anitha et al. [4] described the use of image 

segmentation to detect the disease. Wavelet transform, is used to denoise the image after which a 3-D image 

is generated; the middle slice of which, is segmented to differentiate white matter (WM) from gray matter 

(GM) area present and their ratio is calculated leading to a conclusive decision regarding the presence of AD.  

Biju et al. [5] defined specific ratios obtained by processing MRI scans pertaining to which the state 

of the brain can be classified into normal, 1st stage Alzheimer's, or 2nd stage Alzheimer's. It follows a method 

of calculation of WM and GM present in three cross sections of the brain visualized through MR images [6], 

namely, axial, coronal and sagittal cross sections. An average of the three white and black pixel counts 

calculated are used to classify the brain scan under different stages of the disease as aforementioned. Taie and 

Ghonaim [7] described a new model for the early diagnosis of AD based on bat-support vector machine 

(SVM) classifier. Firstly, features of MRI brain images to build feature vector of brain are obtained. Then the 

most significant features are extracted using neuroimaging to reduce high dimensional space of MR images 

and is further classified using machine learning techniques. This bat-SVM model achieved an acceptable 

accuracy of about 95.36%. 

Supriyanti et al. [8] has seen a good improvement in analyzing early AD detection with the help of 

watershed method particularly on coronal slice analysis. The process of identifying images with AD and 

healthy models are done based on the morphological analysis, by referring to the values of clinical dementia 

rating (CDR), that has given acceptable results. In the process of fusion, after pre-processing techniques [9]–

[13] is applied on an image, it decomposes the images into two components, i.e., approximate coefficients 

and detailed coefficients. The decomposition happens in both the images and thus, two sets of approximate 

and detailed coefficients are obtained [14], [15]. These extracted set of approximate coefficients are fused 

together, and the set of detailed coefficients are fused together and to which fusion rules are applied. To 

check whether the process holds good or not, the reconstruction process is performed to determine the loss in 

the mutual information. This involves the use of Haar transform. Image fusion improves the accuracy of 

detection and the probability of detecting small changes is very high with this process [16], [17].  

Multimodal medical image fusion [18] has seen a rise in medical imaging because single modality 

images lack the ability to provide all the information required in accurately diagnosing a disease. Image 

fusion techniques proposed includes incorporation of benefits of cross correlation and even degree coefficient 

fusion along with discrete wavelet transform (DWT) to enhance fused output [19]. The source images are 

first pre-processed by splitting color channels of PET image, decomposing it into its intensity, hue, and 

saturation (HIS) transforms and performing DWT [20]–[24] that yields coefficients which are then fused, and 

inverse transformed back to original hue and saturation coordinates yielding final outputs [25], [26]. This 

work was evaluated using performance metrics studied in existing literatures namely peak signal to noise 

ratio (PSNR) and root mean square error (RMSE) [27]. PET image is decomposed into its IHS transform and 

using this proposed IHS substitution process, fused image is identified to have enhanced anatomical and 

clinical data. The high frequency coefficient of MRI and PET images is combined with the transformation 

later using the averaging technique. Inverse DWT is performed to get the resultant fused output [28]–[31]. 

A modern multi-modal image fusion approach was used in this study [32] to incorporate the benefits 

of cross correlation and even degree approaches into image fusion techniques. Firstly, two source images are 

read. PET images are decomposed into its respective color channels and DWT. Even degree method is used 

to fuse the low and high frequency coefficients. To obtain a fused intensity image, inverse DWT is applied to 

the fused coefficients. Finally, new intensity image coordinate is interpreted into red, green, blue (RGB) 

coordinates with its original hue and saturation coordinates to generate a fused image. Diagnosis of 

Alzheimer's at an early stage provides a better chance of benefiting the individual from treatment. These 

include heart disease, diabetes, stroke, high blood pressure, high cholesterol, even obesity which aims at 

proposing a computer aided diagnosis system (CADS) for the detection and diagnosis of AD using 

neuroimaging followed by fusion of AD detected MRI with PET scans which results in an image that 

contains the structural information and anatomical information, of both scans respectively, enabling 

physicians to provide a more informed diagnosis. 

The rest of the paper is organized as follows. Section 2 details the proposed approaches of 

Alzheimer’s detection and fusion implementation and explains the steps involved and its architecture. Section 

3 explains the results and analysis of the model and compares their performance metrics. Section 4 concludes 

the work implemented in this paper and describes the future scope. 
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2. PROPOSED METHOD  

The input dataset consists of axial, coronal, and sagittal T1 weighted 256×256 sized MRI brain scans. 

These datasets are obtained from the Harvard Brain Atlas website. The implementation of this work is 

conducted using a subset of 6 brain scans, three healthy brain scans and three abnormal brain scans. The 

implementation of this work is developed and assessed using MATLAB and OpenCV. The abnormal brain 

scans are those of Alzheimer infected brains. Figure 1 represents the block diagram depicting the method of 

detection of AD. Method to detect AD consists of image pre-processing as its first step. The main aim is to 

perform operations on the images at the most basic level to enhance image features and suppress any undesired 

distortions and noise components without changing the image information content. The operations include 

image conversion, image resizing, intensity adjustment, filtering and noise removal and histogram equalization. 
 

 

 
 

Figure 1. Block diagram depicting method of detection of AD 
 

 

Filtering, as for one-dimensional signals, can also be used to process images i.e., images can be 

passed through low-pass filters (LPF) and high-pass filters (HPF). LPF helps to remove noise by making 

images blurred. High pass filters help to find edges in images. The transfer function for the ideal low pass 

filter can be given as:  

 

𝐻(𝑥, 𝑦) = {
1 𝑖𝑓 𝐷(𝑥, 𝑦) < 𝐷𝑜

0 𝑖𝑓 𝐷(𝑥, 𝑦) > 𝐷𝑜
 (1) 

 

where Do is a positive constant, all frequencies within the circle of radius Do is passed by the filter, which is 

termed as the cut-off frequency. D(x,y) is the Euclidean distance from any point on the frequency plane to the 
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origin. A high pass filter is used to sharpen images, i.e., it passes all frequencies above the cut-off value Do, 

having transfer function. 

 

𝐻 (𝑥, 𝑦) = {
0 𝑖𝑓 𝐷(𝑥, 𝑦) < 𝐷𝑜

1 𝑖𝑓 𝐷(𝑥, 𝑦) > 𝐷𝑜
 (2) 

 

Histogram equalization is a technique of image processing that is used to enhance the contrast in 

images. This is accomplished by evenly distributing the intensity values of the most frequent occurrences. 

Input pixel intensity, x is transformed to a new value x' by T. T is the transform function that is the product of 

a cumulative histogram and a scale factor: 

 

x’ = T(x) = ∑ 𝑛𝑖
𝑥
𝑖=1  

𝑚𝑎𝑥.𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦

𝑁
 (3) 

 

where number of pixels at intensity i is depicted by 𝑛𝑖 and the total number of pixels in the image by N. This 

process allows areas of lower local contrast to achieve a higher contrast 

Image segmentation is then performed to differentiate WM from GM followed by skull stripping to 

remove the skull from the scan and avoid calculation of the skull portion as extra white pixels. Otsu’s 

thresholding algorithm is used to implement clustering automatically by reducing gray image to a binary 

image which proves to be the most efficient for required threshold calculation. The algorithm iteratively 

searches for a threshold that minimizes the within-class variance of the background (<threshold) and 

foreground (>threshold). Class variance is defined as: 

 
σ2(𝑡) = 𝜔𝑏𝑔(𝑡)σ2𝑏𝑔(𝑡) + 𝜔𝑓𝑔(𝑡)σ2𝑓𝑔(𝑡)       (4) 

 

where 𝜔𝑏𝑔(𝑡) and 𝜔𝑓𝑔(𝑡) represents the probability of number of pixels for each class at threshold t and 𝜎2 

represents variance of color values. 

The skull stripping method behaves as a preliminary step in various medical applications. It boosts 

precision of diagnosis and gets rid of non-cerebral tissues like skull, scalp, and dura from brain images. 

Thereby, an algorithm of skull stripping produces a mask that is overlapped onto the original image and the 

largest connected component is extracted, i.e., the brain. This is followed by masking to remove the unnecessary 

background portion of skull stripped image. Then the amount of GM and WM are calculated for all three  

cross-sections and the resultant volume of GM and WM is obtained. The overall brain volume is obtained by 

adding the volume of all the planes. Experimental findings show that if the ratio is more than 0.6, then the 

person is normal; if the ratio is less than 0.6, then the person is AD affected. 

Image fusion of PET and MRI, at its onset, consists of image denoising using a Gaussian filter and 

smoothening the entire image. For processing and fusion of gray scaled image with colored image, it is 

necessary that the images are of the same color scheme. Hence, the RGB scheme PET images are separated 

into individual red, green and blue channels. Figure 2 represents the process of DWT. Discrete wavelet 

transform (DWT) is applied to achieve four coefficients, which are LL, LH, HL, and HH coefficients, also 

known as the approximate and detailed coefficients representing the horizontal and vertical directions of 

image, respectively. 
 

 

 
 

Figure 2. Process of DWT of 2-D image 
 

 

Figure 3 depicts the block diagram for image fusion. On the individually acquired coefficients for 

three separate color channels, different fusion rules are applied. Approximation coefficients (LL) of both 
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MRI and PET scans are fused using one rule and detailed coefficients (LH, HL, HH) are fused using another 

rule. For e.g., in the case of max-mean rule of fusion, approximation coefficient of PET and MRI are fused 

using maximum selection rule and the rest of the coefficients are fused using mean selection rule. Nine fusion 

rules were explored and implemented and finally, it was concluded from the visual outputs yielded that 

mean-mean fusion rule is more appropriate. Lastly, inverse DWT is applied to fuse all the coefficients back 

into one image and further fused coefficients of the three different color channels are merged back to form 

final fused image that contains information of both the MRI and PET images. Final image is evaluated using 

performance criteria and validated. 

 

 

 
 

Figure 3. Block diagram depicting method of image fusion 

 

 

3. RESULTS AND DISCUSSION  

The outputs, and ratios achieved from the MRI scans, yielded from this work have been compared 

with reference values and is proven to be good.  

a. For Axial cross section: 

- Number of white pixels: WM: 391861 

- Number of black pixels: GM: 227314 

b. For Coronal cross section: 

- Number of white pixels: WM: 439155  

- Number of black pixels: GM: 179661 

c. For Sagittal cross section: 

- Number of white pixels: WM: 437641  

- Number of black pixels: GM: 178552  

d. Final ratio: 0.46 

Similarly, final ratio for the second dataset used is found to be 0.77. These values are in accordance 

with the reference values retrieved from related literature survey and from the prior knowledge that the first 

dataset is from an Alzheimer's patient and the latter of a normal brain is concluded to be accurate. 
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Further, fusion results have been evaluated with: 

a. Entropy: This is an important index to measure the degree of information rich in images. A greater value of 

entropy indicates that there is higher information content in fused image and is of better quality, 

 

𝑒𝑛𝑡𝑟𝑜𝑝𝑦 =
1

𝑘
(∑ (𝑝𝑘  (𝑧))𝑙𝑜𝑔2(𝑝𝑘(𝑧))

𝑖
255
𝑖=0 )   (5) 

 

where k=R, G, B, and p(z} denoting the probability of ith intensity. 

b. Mean square error (MSE): This metric is for measuring image compression quality. MSE represents the 

cumulative squared error when the fused image is in comparison with the original one. Lower value of 

MSE indicates lower error. 

 

𝑀𝑆𝐸 =
1

𝑀𝑁
∑ ∑ [(𝐼(𝑥, 𝑦) − 𝐼′(𝑥, 𝑦)]2𝑁

𝑋=1
𝑀
𝑦=1   (6) 

 

c. PSNR: It is used to figure out the degree of image misrepresentation and is calculated as the ratio of 

power of the signal to the level of power of the noise. The higher the PSNR value, the better the fusion. 

 

𝑃𝑆𝑁𝑅 = 10 ∗ 𝑙𝑜𝑔10 
(255∗255)

𝑀𝑆𝐸
            (7) 

 

d. Structural similarity (SSIM) index: It measures quality of fused image with respect to a reference image. 

It quantifies image degradation cause by processing. Maximum value is +1 and it indicates that the fused 

and reference image are very similar or same. 

 

𝑆𝑆𝐼𝑀(𝑥, 𝑦) = [𝑙(𝑥, 𝑦)𝛼 ][𝑐(𝑥, 𝑦)𝛽 ][𝑠(𝑥, 𝑦)𝛾]             (8)  

 

The outputs obtained for 3 datasets are depicted in Figures 4 to 6. Performance metrics like entropy, 

PSNR, MSE, SSIM are calculated for the fusion process using mean-mean fusion rule and has been tabulated 

as shown in Table 1. The proposed approach yielded good results with performance metric values of PSNR 

of 60.6 dB, MSE value as low as 0.0176, entropy of 4.6 and SSIM index of 0.8. This methodology helps the 

medical experts in a larger scale for better clinical diagnosis. 

 

 

 
 

Figure 4. Input PET (left) fused with input MRI (middle) to give final fused output (right) in dataset 1 

 
 

 
 

Figure 5. Input PET (left) fused with input MRI (middle) to give final fused output (right) in dataset 2 

 
 

 
 

Figure 6. Input PET (left) fused with input MRI (middle) to give final fused output (right) in dataset 3 
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Table 1. Performance metrics of final outputs 
Performance metrics Dataset 1 Dataset 2 Dataset 3 

Entropy of fused image (bits/pixel) 4.6139 3.9779 4.4062 
PSNR (dB) 59.6135 60.6098 59.5595 

MSE 0.0176 0.0570 0.0725 
SSIM 0.7587 0.8083 0.7614 

 

 

4. CONCLUSION  

In this work, we have proposed detection of AD using two different types of brain scans.  

A comparative study was conducted using T-1 weighted MRI scans of brains, with and without AD.  

The automated process has very low time complexity. The results overcome the problem of existence of skull 

portion with respect to other existing methodologies. Detection of AD from scans based on the calculation of 

area of white and black pixels in the resultant grayscale image and thereby, ratio of the volume of white 

matter to gray matter output obtained from the algorithm’s implementation are found to be in accordance 

with the reference values collected. Results yielded shows good accuracy with respect to the comparative 

study of a healthy brain vs not. Image fusion was carried out after preliminary detection of AD for MRI  

along with PET scans. Pre-processing was carried out for both the scans and 2-level DWT based fusion  

was implemented. Performance metrics like entropy, PSNR, MSE and SSIM index were used to validate  

the system which has given promising results. This work can also be extended to use with other imaging 

modalities such as SPECT, and CT. Two-level DWT has been implemented but higher levels of DWT using 

other wavelets and fusion of DWT with other methods such as PCA. can be explored to make the fusion 

outcomes better. 
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