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 An innovative performance study of an offset pulse-position modulation 

(OPPM) scheme is presented in this work with Reed–Solomon (RS) and 

low-density parity-checking (LDPC). The main aim is to resolve the errors 

of OPPM three using an RS or LDPC as a sporadic set of forward error 
correction (FEC). In this regard, the separate FEC has been utilized with 

coding that is based on multi-level, and waveform shaping based on the 

trellis. To systematically conduct this research, the greatest transmission 

efficiency that associated with the optimum RS code rates at different fiber 
normalization bandwidths is evaluated. Furthermore, the transmission 

efficiencies, channel extension, as well as the required number of photons 

per pulse of OPPM before and after the integration with RS or LDPC are 

compared. The results indicate an enhancement of mitigating the system's bit 
error rate and delivering more error-free data to the receiver in the occasion 

of applying the optimal settings of the RS or LDPC. 
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1. INTRODUCTION  

Modulation and coding are processes carried out at the transmitter to ensure that information is sent 

efficiently and reliably. Two waveforms are used in modulation, a message and a carrier, the former 

represents the information signal, called the modulation signal, while the latter transfers the information and 

is specific to each application. A modulator changes the carrier wave systematically based on the change 

within the information signal [1]. We normally need that modulation to be reversible so that the message can 

be recovered using the appropriate demodulation process. A part of an analog modulating signal and the 

modulated waveform formed by changing the amplitude of a sinusoidal carrier wave that is called amplitude 

modulation (AM) which is probably acquainted with radio broadcasts and other uses [2]. Frequency 

modulation (FM) or phase modulation can also be used to imprint a message on a sinusoidal carrier. 

Continuous-wave (CW) modulation is the umbrella term for all sinusoidal carrier modulation schemes. The 

carrier frequency of most long-distance transmission systems is significantly higher than the modulating 

signal's highest frequency component [3]. This can be attributed to a low mark-to-space ratio. Because it does 

not contain a lot of markings, digital pulse position modulation (PPM) is said to be excellent at encoding 

massive data words [4]. Dicode pulse position modulation (DiPPM) is a straightforward method when 

https://creativecommons.org/licenses/by-sa/4.0/
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considering the practical implementation and coding scheme. When there is no alteration in the pulse code 

modulation (PCM) signal, there will be a zero pulse. In which, a logic zero occurs and drops from logic one, 

symbolized by (-V), while coded as (+V) counter-wise. 

 

 

2. OFFSET PULSE POSITION MODULATION  

Offset pulse position modulation (OPPM) has been proposed as a new sort of digital pulse position 

modulation (DPPM), which can be a preference in optical and free space communication. The OPPM rate is 

one-half the PPM, however, giving rise to the sensitivity when operating with low bandwidth [5]. Meaning, 

OPPM rectifies the PPM if considering bandwidth extension. Interestingly, the OPPM improves the 

sensitivity by more than 3.1 dB over digital PPM, with competent sensitivity if compared to multiple PPM. 

The procedure of error correction can be identified within a set of sequences. The first sequence is applied 

when all codeword locations have reset to zero. In the second sequence, the least significant bit (LSB) is 

discarded in favor of the first sequence. By moving one digit from the least significant towards the most 

significant, the next code words in the sequence will be produced [6]. Ahfayd et al. [7] studied the spectrum 

properties of OPPM, MPPM, and truncated PPM. This in turn has concluded that the OPPM can produce 

distinct lines compared to DPPM. However, DPPM has a strong element frame of recurrence rate compared 

to OPPM. The OPPM technique converts PCM three-bit codewords to four-bit codewords. On the other 

hand, DPPM has a line rate of 2m, where m percent of the m-bits is the signal bits in the fundamental PCM 

rate. m can also be used to illustrate how to convert 3 bits of PCM into OPPM and DPPM codewords  

Table 1. For instance, the method is comparable to that of DPPM at 100 PCM. However, no pulse is 

broadcast for 000 PCM when OPPM is of a differential. The most significant bit (MSB) has stripped the 

PCM term and owns 2m-1 delay time slots by the decoder and OPPM coder.  

 

 

Table 1. PCM to OPPM and DPPM transformation 
PCM (Data Word) OPPM Code Word DPPM Code Word 

000 0 000 0000 0001 

001 0 001 0000 0010 

010 0 010 0000 0100 

011 0 100 0000 1000 

100 1 000 0001 0000 

101 1 001 0010 0000 

110 1 010 0100 0000 

111 1 100 1000 0000 

 

 

For the first time, PPM was successfully implemented on a visible light communication (VLC) 

system with a 'warm' 30W LED, reaching a data throughput of 11 Mbps and having zero errors in 

transmission over a 1 m space that is free [8]. OPPM error causes have been addressed by Wang et al. [9] 

using the automatic repeat request (ARQ) method. They demonstrated that OPPM has built-in error-checking 

capabilities, hence, the performance regarding the frame error rate of OPPM is increased by using ARQ [10]. 

 

2.1. OPPM error source 

OPPM, like digital PPM, there are three different types of detecting failures: incorrect slot, erase, 

and false alarm [11]. When a pulse rising edge’s noise causes it to appear as adjacent time slots, this is known 

as a wrong-slot error. The probability of a faulty slot mistake is computed in the following manner. 
 

𝑃𝑒𝑠 = 0.5 𝑒𝑟𝑓𝑐 (
𝑄𝑒𝑠

√2
)   (1) 

 

𝑄𝑒𝑠 =
[𝑇𝑠𝑠𝑙𝑜𝑝𝑒(𝑡𝑑)]

[2√𝑛𝑜
2]

    (2) 

 

where Ts is the slot time, td is the pulse that was slop received at the moment of decision, and no
2 is the noise 

with a mean square delivered detectors at the upper limit. The pulse time slot whose width Ts, is detected to 

decrease such error, when the pulse’s edge travels Ts/2, an error is generated [12]. 

Erasure errors occur when noise levels are high enough to cause the peaked voltage applied to the signal 

below the cut-off point, as a consequence of losing a pulse. The likelihood of erasure errors is given by (3). 
 

𝑃𝑒𝑟 = 0.5 𝑒𝑟𝑓𝑐 (
𝑄𝑒𝑟

√2
)   (3) 
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Ts/R denotes the amount of noise that is unrelated bit per time frame. τR denotes the point in time when auto 

correlation has shrunk considerably, and Qt denotes the time at which the auto correlation has become small. 
 

Qs =
(𝑉𝑝𝑘−𝑣𝑑)

2√𝑛02
         (4) 

 

vpk describes the transmitter voltage level of specific time slot, while vd denotes the decision voltage. 

There is noise at this voltage. If there is no pulse, a threshold crossover may occur, resulting in false 

alarms. Due to the existence of inter-symbol interference, there may be a signal voltage within slots and 

around the pulse [13]. 
 

Ps=
𝑇S

τ𝑅
 0.5 erfc (

𝑄S

√2
)   (5) 

 

Per time slot, the number of uncorrelated noise samples is represented by the ratio Ts/τR, where τR is the 

moment when the time series produces the minimal value. 
 

Qs=
(𝑉𝑑−𝑣𝑖𝑠𝑖)

√𝑛02
    (6) 

 

The signal voltage level at a specific time slot is represented by visi, which is dependent on the fault occurrences. 

 

 

3. ERROR CORRECTION CODE 

3.1.  Reed–Solomon error correction 

Errors can occur during transmission and storage for a variety of reasons as shown in Figure 1. Reed–

Solomon (RS) codes are well-known codes for error correction and are used in different applications and 

communications networks [14]. The RS encoder augments a chunk of digital information with extra "duplicate" 

bits. The RS decoder can examine every block to rectify and recover the beginning data [15]. The characteristics 

RS code control the type and number of retrievable errors. Bose–Chaudhuri–Hocquenghem (BCH) codes are a 

subclass of RS codes, which are blocks that are linear digits. With m-bit symbols, RS code can be denoted with 

RS (n, k) [16]. RS is represented in this study to recover the error causes that plague the OPPM. PE is 

specifically used to critically represent the symbol-error likelihood encoded by RS as illustrated in (7). 
 

PE=
1

2𝑚−1
∑ 𝑗 (2𝑚−1

𝑗
) 𝑝𝑗(1 − 𝑝)2𝑚−1−𝑗

2𝑚−1

𝑗=𝑡+1
  (7) 

 

The code's ability to rectify symbol errors is t, and each signal is formed composed of m bits. The 

likelihood of a decoded symbol outage is proportional to the probability of a binary mistake [17]. 

 

Peb=
𝟐𝒎−𝟏

𝟐𝒎−𝟏
  (8) 

 

The scheme has associated characters like n and k, which can be written as RS utilizes m-bit symbols in his 

coding. 

 

0 < k< 2M +2  (9) 

 

where k denotes the number of characters in the information that would be decoded throughout the data 

transmission process using RS codes. nRS denotes the overall sum of characters that are used in the codes 

contained in the block that holds the codes. It is feasible to create the greatest code essential with the shortest 

distance (dmin) covered by RS. RS codes can fix t or less types of transmission stream problems as 

demonstrated in (10) [18]. 
 

t=[( 
(dmin −1)

2
) = [ ( 

(n−k)

2
)]          (10) 

 

Code rate equation can determine by (11). 

 

𝑟 =
2𝑚−1−2𝑡

2𝑚−1
     (11) 
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Figure 1. RS coding scheme [19] 

 

 

3.2.  Low-density parity-check 

Theoretically, it can be stated that the linearly fault correcting code (LFCC) is a low-density parity 

check (LDPC) that is used to deliver information through a chaotic communication system [20]. The bipartite 

graph's subclass is used to create LDPC. LDPC codes allow the noise limit for a symmetrical memoryless 

channel to be set very close to the theoretical maximum. The noisy thresholds provide an upper limit for 

channel noise with maintaining the risk of data loss to the lowest possible level. In this regard, the iterative 

propagation methods can be used to decode LDPC codes in a way to characterize the block length [21]. 

LDPC codes are widely employed in several applications which necessitate accuracy to fix the corrupting 

noise. LDPC is an effective and highly economical transmission of information throughout a network with a 

restricted return channel. Figure 2 shows the graphical representation of LDPC codes with the device 

variable's temporal variation (vo(t)). Specifically, this is the Tanner bipartite graph that provides an excellent 

graphical depiction of LDPC codes. The description of the decoding procedure is clearly shown in Figure 2 

where two disjoint groups of nodes are identified [22]. 

  

 

 
 

Figure 2. Tanner graph for LDPC codes 

 

 

Variable nodes (VND) and check nodes (CND) are common types of nodes. VNDs are the nodes 

that represent the code bits. As a result, one VND represents each of the n columns of the H matrix. CNDs 

are the nodes that represent the code limitations. As a result, each of the m rows of the H matrix is 

represented by a single CND [23]. 

If Hi,j =1, each "variable node" Vi will link to a "check node" Cj, as depicted in the following matrix: 

 

𝐻 = (

0 1 0 1 1 0 0
1 1 1 0 0 1 0
0 0 0 0 0 0 1
1 0 1 1 0 1 0

)  

 

There are two types of LDPC codes: regular and irregular. Each column of H in the normal LDPC codes has 

precisely V ones, and each row of H contains exactly C ones [24]. As a result, a normal LDPC code is 

defined just by the values of V and C [25]. The H-Matrix is used to encode the LDPC codes. This  

H-Matrix may be created in two ways for a normal LDPC code Gallager's method and MacKay and Neal 

method [26]. 
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4. THE PROPOSED MODEL  

The model is based on the paradigm suggested by Sibley [1]. The model has been coded in Mathcad 

and simulated. The receiver’s architecture is shown in Figure 3. In the simulation process, a limited 

bandwidth ωc based optical receiver has been used. In addition, white noise has been injected at the output. 

Mathcad filter is presented as a primary filter because of the white noise existence. POF, which is a graded 

index, has been used as a channel to transmit the PPM signal. Moreover, the threshold detector’s signal can 

be given (12). 

 

𝑣𝑜(𝑡) = 𝑏𝜂𝑞𝑅𝑇
𝜔𝑐

2
𝑒𝑥𝑝( 𝛼2𝜔2) × 𝑒𝑥𝑝( − 𝜔𝑐𝑡)𝑒𝑟𝑓𝑐[𝛼𝜔𝑐 − (

𝑡

2𝛼
)]  (12) 
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Figure 3. System for OPPM coding and transmission 

 

 

Photons number at each pulse has been denoted as b, and η represents the detector’s quantum efficiency. 

Moreover, the electronic charge is noted as q, the center-band transimpedance is symbolized as RT, and the 

Gaussian pulse variance is α. 

 

𝛼 =
0.1874𝑇𝑏

𝑓𝑛
      (13) 

 

Moreover, the bit time of PCM is symbolized as 𝑇𝑏, 𝑓𝑛 denotes the bandwidth of the fiber that is normalized 

to data rate of the PCM. The appearing noise on PCM signal can be presented as (14) and (15). 

 

⟨𝑛𝑜
2⟩ = 𝑆𝑜

𝜔𝑐

2
𝑅𝑇

2 𝑒𝑥𝑝( 𝛼2𝜔𝑐
2)𝑒𝑟𝑓𝑐(𝛼𝜔𝑐)     (14) 

 

𝑣 =
𝑣𝑑

𝑣𝑝𝑘
 (15) 

 

where So denotes the spectral density of the preamplifier’s noise current, that is double-sided. In the 

simulation process, a PIN photodiode has been utilized while neglecting its shot noise. The time becomes 
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small that its filter output’s auto-correlation function, the time is considered as α, hence τR=α. It was denoted 

that the variable threshold level is ν, and given in (20), at which, the isolated pulse’s peak voltage is given as 

νpk. Given the bandwidth of the fiber, the noise and the shape of the pulse are measured, where the maximum 

of v which results in the least photons number in each pulse, is found for a certain error rate of the PCM (in 

the simulation, 1 at each 109). The PCM system also operated a data-rate equivalent to 1 Gbit/s, 650 nm 

wavelength, while the quantum efficiency of the photodiode is 100%. The bandwidth of the preamplifier is 

equivalent to 10 GHz. In addition, the white noise is equal to 50×10-24 A2/Hz. The operational parameters 

have been used using a commercial instrument. was used so that nDiPPM=10, which represents the data of the 

line coded PCM. Results are produced from DiPPM while cooperating without and with RS code [27]. 

 

 

5. RESULTS AND DISCUSSION 

This section aims to study the effect of the pulse’s photons number while conducting OPPM coding 

when the central detection method has been utilized at various coding velocities. m values have been selected 

as 3, 4, and 5, and the photon count is directly measured as 2m codewords. It is essential to note that when the 

rate of the RS coding increases, the number of photons will be proportionally increased. This is because of 

the stable relation between RS coding velocities and the number of data symbols.   

 

5.1.  Number of photons versus RS code rate at various code levels  

Basically, minimizing the number of photons in a pulse is recommended to create the ideal 

implication of the RS code rate and accelerated the maximum performance of the device. Figure 4 illustrates 

the influence of the varying numbers of photons of an OPPM on the RS coding rate at m (code level). 

Undoubtedly, the fault rate of the system was kept to a minimum during this action. An inverse relationship 

is illustrated between a number of photons and the number of standardized bandwidths. The maximum 

normalized bandwidth corroborates the lowest value of a number of photons. In addition, when the RS 

coding rate rises, a number of photons grows exponentially. 

 

5.2.  Transmission efficiency versus RS code rate at various code levels 

The coded OPPM’s transmission efficiency in counters to RS coding rates normalized bandwidths 

with numerous fibers is represented in Figure 5. For the broadest possible range of normalized bandwidths, it 

was indicated in Figure 5, that the best transmission efficiency is about 0.6. Yet, with narrower normalized 

bandwidth, the highest transmission efficiency was acquired at roughly 0.7 RS coding rate. It was vital that 

understanding the code rate and transmission effectiveness are exponentially related since the efficacy is 

effectively zero once the optimal code rate is reached. In other words, as the pace of coding has increased, 

errors of uncorded symbols, have increased too. Consequently, the system's effectiveness and ability to 

transmit symbols that have been rectified are reduced. In this example, both, the rate, and amount of 

redundancy have exceeded the optimal coding rate. On contrary, increasing the normalized bandwidth of the 

fiber caused the transmission efficiency to be increased too. Figures 4 and 5 illustrate the critical nature of 

lowering b via the use of RS codes to maximize the transmission efficiency of OPPM. 

 

 

  
  

Figure 4. Photons number versus RS code rate at 

various code levels 

Figure 5. The OPPM transmission efficiency versus 

RS code rates at different code levels 
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5.3.  Number of photons versus RS code rate at different normalized bandwidths 

For many normalized fiber bandwidths (fn), Figure 6 depicts the evolution of the quantity for the 

coded OPPM system in pulse’s photons against the code rate of the RS. For every given normalized 

bandwidth, there is a straight positive connection between the RS code rate and b. For a certain bandwidth, 

the number of photons increases as a result of increasing the RS code rate. 

 

 

 
 

Figure 6. Photons number with the coding rate of the RS at many normalized bandwidths 

 

 

5.4.  The OPPM transmission efficiency versus RS code rate at various normalized bandwidths 

The link between the RS code rate (fn) and the transmission efficiency of the OPPM using the RS 

code scheme for different normalized bandwidths has been shown in Figure 7 with respect to the OPPM data 

rate. The usage of an optimal code rate of 0.7 is to improve the total efficiency. For low dispersive channels, 

the RS coding based coded OPPM achieves the best transmission efficiency based on the following 

correlation. 

 

 =
0.1874 Tb   

fn
 (16) 

 
𝑇𝑏 is the PCM bit-time. 

 

ρ =
r ln 4 

b
  (17) 

 

 

 
 

Figure 7. The OPPM transmission efficiency versus RS code rate at various normalized bandwidths 
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5.5.  Comparing the OPPM transmission efficiency employing different error correction codes  

Figure 8 demonstrates the transmission efficiency of OPPM, RS, and LDPC codes based on the 

normalized bandwidth. Clearly, incorporating the LDPC into OPPM has achieved a greater transmission 

efficiency than RS and OPPM when working. This is owing to the fact that the LDPC code requires more 

bandwidth as a result of the redundancy symbols. 

 

 

 
 

Figure 8. Transmission efficiency at optimum code rate for the OPPM with and without error correction code 

 

 

5.6.  Influence of number of photons for uncoded and coded OPPM on the bit error rate 

Figure 9 demonstrates a comparison amongst the LDPC, OPPM, and RS based on the photons’ 

number per pulse against the bit error rate (BER). The primary goal of any communication system is to 

receive and sent data with the possible lowest mistakes. In this regard, the BER unitless measure should be 

accounted for by the modulation technology. Simply, reducing BER means a reduction in the number of 

mistakes that enables the predecessor to deliver more data that is error-free to the receiver. 

 

 

 
 

Figure 9. Photons’ number for RS, LDPC and OPPM against different bit error rate 
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6. CONCLUSION  

With the use of OPPM, this article studied the transmission efficiency, and the number of photons 

needed per one pulse for the RS codes or LDPC simulation. It has been concluded that the programmed 

mechanism of the OPPM overcomes the systems that are uncoded. The received signal has been measured by 

enhanced central detection techniques to accomplish the study's primary objective. It is therefore fair to claim 

that the fulfillment of a high transmission efficiency of OPPM can be attained by lowering the number of 

photons per pulse sent through RS codes or LDPC. Also, increasing the LDPC codeword and RS would 

positively increase the performance of the machine. The ideal LDPC coding rates with respect to the low and 

high dispersive fiber channels, which have demanded the highest transmission efficacy addressed in this 

research resulted in the highest transmission efficiency. We can use this work design in telecom transmission 

and fiber systems. 
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