
International Journal of Electrical and Computer Engineering (IJECE) 

Vol. 12, No. 4, August 2022, pp. 4380~4390 

ISSN: 2088-8708, DOI: 10.11591/ijece.v12i4.pp4380-4390      4380 

 

Journal homepage: http://ijece.iaescore.com 

Protein secondary structure prediction by a neural network 

architecture with simple positioning algorithm techniques 
 

 

Romana Rahman Ema1, Sharmin Sultana2, Shakil Ahmed Shaj2, Syed Md. Galib1 
1Department of Computer Science and Engineering, Faculty of Engineering and Technology, Jashore University of Science and 

Technology, Jashore, Bangladesh 
2Department of Computer Science and Engineering, Faculty of Science and Technology, North Western University, Khulna, Bangladesh 

 

 

Article Info  ABSTRACT 

Article history: 

Received Aug 29, 2021 

Revised Feb 11, 2022 

Accepted Mar 3, 2022 

 

 Protein secondary structure is an immense achievement of bioinformatics. 

It's an amino acid residue in a polypeptide backbone. In this paper, an 

innovative method has been proposed for predicting protein secondary 

structures based on 3-state protein secondary structure by neural network 

architecture with simple positioning algorithm (SIMPA) technique. Q3  

(3-state prediction of protein secondary structure) is a fundamental 

methodology for our approach. Initially, the prediction of the secondary 

structure of the protein using the Q3 prediction method has been done. For 

this, a model has been built from its primary structure. Then it will retrieve 

the percentage of amino acid sequences from the original sequence to the 

accuracy of the predicted sequence. Utilizing the SIMPA technique from the 

3-state secondary structure predicted sequence, the percentage of dissimilar 

residues of the three types (α-helix, β-sheet and coil) of Q3 has been 

extracted. Then the verification of the Q3 predicted accuracy through the 

SIMPA technique was done. Finally using a new method of neural network, 

it is verified that the Q3 prediction method gives good results from the 

neural network approach. 
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1. INTRODUCTION 

Protein secondary structure prediction is the 3-D form of amino acid sequence that based on 

hydrogen bonding patterns and some geometric constraints. Secondary prediction has focused on the kind of 

amino acid that a residue's backbone adopts for an individual sequence. In support of this work prospect, 

three types: α-helix (H), β-sheet (E), and coil (C) have been analyzed [1], [2]. Simple positioning algorithm 

(SIMPA) is a concept of nearest neighborhood strategy that its traits towards a transition. It is often used to 

indicate data points based on how its neighbors are classified [3]. Neural networks are complex structures 

made up of artificial neurons that can capture 1 input and 1 output layer [4]. Here one hidden layer is 

observed. The number of 10-100 neurons are present here. The input level will be 20 window size order. This 

will reduce the window size of order window size to the hidden level. Activation function in a neural network 

which explains how the loaded amount of the input is converted from a node to output at a layer of the 

network. Nearest neighbor rule is a test case in point of protein structure [5]. Protein secondary structure 

prediction is usually performed at the input level in the form of sequence profiles and in addition to 

sequential structure matches [6]. Secondary structure states are divided into three categories: α-helix, β sheet, 
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and coil. To classify secondary structures into three states, Sander created a define secondary structure of 

protein (DSSP) algorithm [7]. Artificial neural network (ANN) and recurrent neural networks (RNN) are the 

two foremost sorts of deep learning architectures. There are two skills needed to train a deep learning 

network and to adapt the network optimally [8], [9]. The secondary structure of protein can be predicted 

using the pattern recognition of hydrogen‐bonded and geometrical features method [10]. The known 

sequence and known structure of α and β-hemoglobin are possible correlation between specific amino acid 

and location of helical and non-helical part [11]. 

In this paper, the residue of α-helix, β-sheet, and coil from Q3 prediction using the nearest neighbor 

calculation have been extracted. The prediction accuracy from Q3 is 85%. The SIMPA method was then used 

to input the predicted protein structure from Q3 prediction. The whole predicted result has not utilized as 

input to the SIMPA method for convenience's sake. The resulting protein structure was shortened to  

7 characters, which is known as the window size. Similarity matrix has been used to compare the two 

outcomes. In this paper, the exact percentage of residue α-helix (H), β-sheet (E), and coil (C) has been 

calculated individually. Finally, the residue of result from the Q3 secondary protein prediction and the 

SIMPA approach both have the same percentage of residue. 100 percent accuracy in terms of residue 

comparison using the SIMPA approach has been acquired by our test. In the neural network method, the 

same dataset with window size 7 have been used. After applying the method, verifying the dedication data 

using SIMPA technique has been done. But training dataset does not verify the actual sequence of the amino 

acid with the predicted sequence obtained by the neural network method. So, the Q3 prediction method is 

better than the neural network approach. 

The precision of the secondary structure of protein can be calculated in different ways. But the 

amount of α-helix, β-sheet and coil in this accuracy has not been shown in any method. And no predicted 

accuracy was shown with verification. Here, it is proposed to predict Q3 prediction and also verified it 

through SIMPA technique. Residue of α-helix, β-sheet and coil are also shown. 

In Q3 prediction method, the prediction accuracy is obtained by comparing the accuracy of the 

sequence of amino acid with its actual accuracy. SIMPA technique has to be given as input with window size 

7 from the predicted sequence. Then the overall score of the predicted sequence has to be calculated. 

Through the conformation prediction of SIMPA technique, different residues of α-helix, β-sheet, and coil of 

protein secondary structure can be visible and using those residues the Q3 method can be verified. Here, the 

update of the weight matrix using neural network approach has been done and prediction of the secondary 

structure was measured with the help of conformation matrix. Then it is needed to find out the residue using 

SIMPA technique in the same way as it was done in Q3 method. 

 

 

2. RELATED WORKS 

Chou and Pasman [1] projected conformations of helical and sheet intended in favor of protein 

polypeptide backbones. Based on hydrogen bonding designs and three secondary structure states, those are 

characterized aptly. Qian and Sejnowski [4] stated that SIMPA can be established by nearest neighbor 

calculation in bioinformatics. It is a contrivance intended for predicting secondary protein structure. SIMPA 

contains a matching matrix that portrays scores used for a single amino acid substitute subsequent to another. 

Yoo et al. [5] stated that the nearest neighbor rule is a test case in point that classified concurring in 

the direction of the classification of relative training examples commencing a recognized structures database. 

Magnan and Baldi [6] proposed a perfect prediction of protein secondary structure and relative solvent 

accessibility using profiles, machine learning and structural similarity in Bioinformatics. Wang et al. [7] 

anticipated by protein secondary structure that alludes towards the protein of native adaptation of the 

polypeptide backbone. Secondary structure states are divided into three categories: α-helix, β sheet, and coil. 

To classify secondary structures into three states, Sander created a define secondary structure of protein 

(DSSP) algorithm [7]. 

Holley and Karplus [8] proposed a neural networks system. Complex and recurrent neural networks 

are the two foremost sorts of deep learning architectures. Spencer et al. [9] proposed that, the forecast of the 

protein secondary structure of the position-specific matrix raised by the PSI explosion and the deep learning 

network is called DNSS. The paper further said that there are two skills needed to train a deep learning 

network and to adapt the network optimally. The secondary structure of protein can be predicted using the 

pattern recognition of hydrogen‐bonded and geometrical features method [10]. The known sequence and 

known structure of α and β-hemoglobin are possible correlation between specific amino acid and location of 

helical and non-helical part [11]. 

Based on 3-state prediction and the SIMPA technique, a new method for predicting protein structure 

has been developed. An accuracy of 85 percent in Q3 prediction for sequences of 128 or fewer amino acids 

was attained and then the residue percentage using the SIMPA approach was verified. 
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3. THE PROPOSED METHOD 

At first, the Q3 prediction method has been done. Then the SIMPA technique has been applied and 

lastly, the neural network approach has been sed. Below are the three methods. 

 

3.1.  3-state prediction 

Q3 prediction algorithm are substantial for predicting protein secondary structure. The accuracy of 

the Q3 prediction method is 85% which is better than other secondary structure prediction methods. Exact 

protein structure and function prediction depend somewhat on the accuracy of 3-state protein secondary 

structure prediction. Q3 prediction works in the following steps: i) collect data from the Kaggle community 

in tabular, ii) build a model to predict the Q3 secondary structure of a protein from its primary structure,  

iii) then to use the LSTM layer composed of neural networks, and iv) obtain a Q3 accuracy higher than 85% 

for sequences with 128 or fewer amino acids. By the following steps, the data set lists chains of protein.PDB 

id and chain code show the sequence of amino acids and the secondary structure. 

 

3.2. SIMPA technique 

SIMPA described a structural classification of protein residue based on the nearest neighbor 

method's top of their 3-D configuration and sequence similarity [12], [13]. SIMPA method follows:  

i) fulfilled a conformation matrix, ii) differentiate the test sequence of residues, iii) the contrast of the 

residues of the three homologues must be compared, iv) calculate the test sequence's general score, and  

v) allocate a conformation prediction table for each residue. 

First, the conformation matrix has been created. To help to construct this conformation matrix, we 

have used the distance values. We'll learn more about this in the upcoming section. Then the training set was 

utilized, and the residue was found by comparing the test sequences. Then the general score of the sequence 

of the test set was calculated. Finally, the estimation of the actual predicted result from conformation 

prediction was done. 

 

3.3. Neural network approaches 

Neural network allows one more approach to apprehend more sophisticated residue interactivity. 

This approaches initially utilized to predict secondary structures and are also based on some of the most 

effective contemporary strategies in a neural network [14], [15]. Residues of 20 amino acid sequences are 

allowed in the neural network input layer. Neural network approach follows: i) Regarded small samples of 

amino acid sequence, ii) the network input size turns on the size of window [16]. input level is 20*window 

size, iii) create weight matrix, iv) training sequence divided into sub-sequence, v) create hidden layer and 

calculation the output and vi) put in a compressing reason for all bracing result to obtain the ending 

production. 

At first the 7-window size of amino acid had taken as input dataset which was used in Q3 prediction 

method. Then a weight matrix was taken that can be updated. Then the training dataset was divided into  

7 parts with three window sizes. Then the output by creating the hidden layer was calculated. Then the final 

output petition as a squashing outcome has been found for all activation output. 

 

 

4. METHOD 
This research has proposed three easy methods based on Q3, SIMPA techniques and neural network 

architecture intended for protein secondary structure prediction. Combining the Q3 and SIMPA methods, 

prediction of the secondary structure of the protein was measured. Neural network architecture has added 

with the two methods. In the Q3 method, the sequence of amino acids is predicted from the primary structure 

to the secondary structure. Predicting the protein secondary structure is one of the most important and 

challenging issues in bioinformatics. Neural network techniques have been applied to solve the problem and 

have achieved considerable success in this research field. 

Figure 1 shows the Q3 method of protein secondary structure prediction. First, data from Kaggle 

dataset was collected. A model was built to predict structure from its primary structure and applied neural 

network architecture of LSTM layer. In data processing steps, first the evaluation of the model was done and 

after that training dataset was selected. Then training dataset converted the sequence to numerical format. 

After that training set stopped processing. Q3 accuracy compared the predicted sequence to actual sequence 

and got a predicted accuracy on the test dataset. SIMPA is another form of predicting secondary protein 

structure. It can be found in the nearest-neighbor calculation [17]. Q3 utilizes the sequence of predicted 

amino acids of the protein secondary structure prediction as data in the SIMPA technique. 

Figure 2 shows the SIMPA technique flowchart. The first contained a similarity matrix for it and 

then compared the three homologues test sequences and residues. Then it calculated the overall score for test 
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sequence and construction of the conformation matrix was done. After that it allocated the scores in a 

conformation prediction in the SIMPA technique. Then the final residue result in the test sequence was 

found. Neighbor base classifiers use some or all of the training set patterns to classify the type of test. These 

classifiers are involved in finding out the similarities between the test and each pattern in the training set. It 

contains a similarity matrix that appears in Figure 3, which portrays the result replacement of one by another 

amino acid. 

 

 

 
 

Figure 1. 3-state protein secondary structure (Q3 method) 

 

 

 
 

Figure 2. SIMPA technique 

 

 

Figure 3 shows the similarity matrix used to calculate the overall score in the SIMPA technique. 

Neural network approaches are essentially an extension of the empirical approach with parameter fitting, 

although it is a sophisticated approach. They involve mathematical assessments of complex interrelationships 

within the system. Figure 4 shows the neural network method. Here, the short sequence of amino acids is 

taken as the dataset. Then created a weight matrix. After training, the dataset is divided into sub-sequences, 

and it gives the input layer. Finally, it creates a hidden layer and calculates the output. 

We completed the entire project on Google utilizing tensor processing units (TPU) hardware 

acceleration. Python was the primary language we used to program with. In addition, we've utilized a number 

of other API and libraries. Figure 5 shows that, we have made extensive use of KERAS, especially its layers. 

And all of this is backed by TensorFlow. 
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Figure 3. A secondary structure similarity matrix 

 

 

 
 

Figure 4. Neural network approach 

 

 

4.1. Data collection 

After collecting data from the Kaggle dataset, a model to predict structure from its primary structure 

was built and the neural network architecture of the long short-term memory (LSTM) layer of the build 

model has been applied. This data set lists protein chains in rows. The protein chain is identified by chain 

code and protein id. Here, about 3 chain is for 1 protein is on average. 

 

4.2. Data preprocessing 

This proposed data preprocessing technique is applied to essential data from the protein secondary 

structure dataset. It improves the model accuracy from the extracted dataset. A training set and four known 
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test datasets are used in this paper. In this paper with data from Kaggle datasets [18] have been used. The 

chain is characterized by both a chain code and the protein ID embedded in the protein database (PDB) [19]. 

In addition to PDB IDs and chain codes, the Table 1 also shows the sequence of amino acids and secondary 

structures for a chain. 

 

 

 
 

Figure 5. Setup environment 

 

 

4.3. Model building after collection 

A model was built to predict the 3-states secondary structure of a protein (Q3) from its primary 

structure. This structure section is hidden layer that throw out different amino acids [20]. The top three-state 

precision without relying on composition formats ranges from 82 to 84 percent, which was unthinkable just a 

few years ago. Deep learning algorithms are used to manage large datasets for computational protein design 

by predicting the potential of 20 amino acids in a single protein [21]. These upgrades are achieved from 

dynamically proportioned databases and constructions for tutelage of protein sequences, the work of data 

formatting of secondary structure and extra definitive deep learning procedures. 

 

4.4. 3-state prediction dataset 

Q3 method predicts the secondary structure of a protein. The data was collected on the protein 

structure from research collaboratory for structural bioinformatics (RCSB). It was made available to the 

Kaggle Community [18]. Dataset lists chains of protein row-wise. Both chain code and protein data bank 

(PDB) id identify chains. 73% of proteins have less than 3 chains. Furthermore, 10% have more than 4 chains 

[22]. Consistent inclusion of single observed frequency and pair of residues in the local order of 7. There are 

139496 proteins listed in the dataset. Table 1 shows the protein data, which is taken from the Kaggle. By 

processing this data, extraction was done of the predicted structure in the Q3 prediction method. 

 

 

Table 1. Protein dataset 
PDB id Chain code seq SS8 SS3 Has non-std aa 

2BP3 T LRGSLPTFRSSLFLWVR CCCSSCCEEEEEEE CCCCCCCEEEEEE FALSE 

2GPV H TNMGLEAIIRKALMGK CCCCHHHHHHHHH CCCCHHHHHHH FALSE 

2JO5 B AAAAAAIKAIAAIIKAG CCTTTTHHHHHHH CCCCCCHHHHHH TRUE 
2N07 X GHCSDPRFNYDHPEIC CCTTSHHHHHHCH CCCCCHHHHHHC FALSE 

2R35 A RGIVEQCCTSICSLYQL CCHHHHHHSSCCC CCHHHHHHCCCC FALSE 

2ZVW N GRKRRQTSMTDFYHS CCCCCBCCGGGTC CCCCCECCHHHC FALSE 
3OGK Q RRASLHRFLEKRKDRV CCTTHHHHHHHHC CCCCHHHHHHH FALSE 

3U5O L ARTKQTARKSTGGKAP CCCCCCCCCSCCTT CCCCCCCCCCCC FALSE 

4H25 F QHIRCNIPKRIGPSKVA CBCCCCCCCSCSCC CECCCCCCCCCC TRUE 
5DOW B KRNKALKKIRKLQKRG CCCHHHHHHHHHH CCCHHHHHHHH TRUE 
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5. RESULT AND DISCUSSION 

A neural network architecture was presented that utilizes the unified integration of predictions by a 

3-state prediction and complex neural network to refine the predictive effectiveness of protein secondary 

structure. Our suggested neural network has achieved 85% accuracy on the Kaggle dataset for 3-state 

prediction. Then the SIMPA approach was used to double-check the result, making the total prediction 

accuracy more definite and error-free. Figure 6 shows the amino acid sequence predicted structure. Using the 

Q3 method, this predicted structure was measured. The figure also shows the actual structure of the sequence 

along with the predicted structure. 

 

 
test sequence 1 of 4:  
 

original sequence:  

MHHHHHHMSESSDISAMQPVNPKPFLKGLVNHRVGVKLKFNSTEYRGTLVSTDNYFNLQLNEA 
 

predicted structure:  

CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCEEEEEECCCCCEEEEEEEECCCCCCEEEEEEEE 
 

actual structure:  

CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCEEEEEECCCCEEEEEEEEECCCCCCEEEEEEEE 

 =======================================================================  
test sequence 2 of 4:  
 

original sequence:  

MIQNHIKNMTPEICKASRALVNLTQKELALMAGIATPTIADFERGARKPHGNNLRSIIIAFENKGL 
 

predicted structure:  

CCCCCCCCCCHCHHHHHHHHHCCCHHHHHHHHCCCCCCHHHHHHCCCCCCCCCHHHHHHH 
 

actual structure:  
CCCCCCCCCCHHHHHHHHHHCCCCHHHHHHHHCCCHHHHHHHHCCCCCCCHHHHHHHHHH 
 

test sequence 3 of 4:  
 

original sequence:  

 PVSPKKKENALLRYLLDKDDT 
 

 predicted structure:  

 CCCCCCCCHHHHHHHHCCCCC 
 

 actual structure:  
 CCCCCCCCCHHHHHHHHCCCC 
 

 =======================================================================  
 

test sequence 4 of 4:  
 

original sequence:  
 ADLEDNMETLNDNLKVIEKADNAAQVEKALEKMLAAAADALKATPPKLEDKSPDSPEMHDFRHGFAIL 
 

 predicted structure:  

 CCHHHHHHHHHHHHHHHHHCCCHHHHHHHHHHHHHHHHHHCCCCCCCCCCCCCCCCCHCHHHHHH 
 

 actual structure:  

 

CCHHHHHHHHHHHHHHHHCCCCHHHHHHHHHHHHHHHHHHCCCCCHHHCCCCCCCHHHHHHHHHH 

 

Figure 6. Amino acid sequence prediction 

 

 

5.1. 3-State prediction or Q3 method 

In this model, the dataset applied into four amino acid sequences. By predicting this sequence, better 

accuracy has been achieved than the actual sequences and it gives the output of residue α-helix (H), β-sheet 

(E), and coil (C) individually. Once preprocessing the input sequence, it was conceded into an LSTM layer 

that returns a 100-dim sequence. Then it goes throughout a dense layer and finally, a SoftMax activation 

function is applied in order to predict the probability of each of the 3 states at every time step. Improvement 

have come from an increasingly large database of protein sequence & training structure [23]. Q3 accuracy 

compares the predicted sequence to the real Q3 structure element by part and returns the ratio of matches. 

Comparable accuracy was got on the test set. 
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From the Figure 7, comparable accuracy on the test set has been seen. The accuracy of Q3 

prediction with a neural network reaches 85% Figure 7 shows the Q3 predicted accuracy. That is extracted 

from the actual structure and predicted structure of the amino acid sequence. The result obtained in the Q3 

method focused on not getting a good result in the neural network. 

 

 

mdl.evaluate(x_test,y_test) 

 

186/186 [==============================] - 8s 41ms/step - loss: 0.2455 - q3_acc: 0.8549 

[0.24547389149665833, 0.8549241423606873] 

 

Figure 7. Final evaluated Q3 accuracy 

 

 

5.2. SIMPA technique 

In terms of precision, SIMPA is the most accurate. Since it effectively traits compliance to a residue 

in the most recent trial on the basis of nearest neighbor residues with recognized conformations in 

homologues, it is a shape of nearest neighbor system. Our method is based on the idea of using a sort order 

window of certain size. Here, work was done with 7 window sizes from the amino acid sequence used in the 

Q3 prediction. The conformation matrix was developed, the expanse values from Figure 3 were utilized. The 

similarity between MIQNHIK and MHHHHHH=2+(-1)+0+0+2+0+0=3. We have calculated the other two 

homologues for PVSPKKK=3+2+2+0+2+0+0=9 and ADLEDNM=2+2+2+2+0+3+2=13. 

Figure 8 shows the residue of protein secondary structure for the SIMPA technique [24]. Here it is 

seen that the residue is absent in α-helix (H) and β-sheet (E) and 100% present in coil (C). By this, it can be 

said that all the coils exist in the predicted structure, which is the same as the actual structure of the sequence. 

So, the result obtained in the Q3 method is verified with the SIMPA technique. 

The C adaptation is present in all three homologues for their first residue. As a result, three scores 

are embedded under the C column, indicating that this residue is supported. This process is continued for all 

the residues. If we predict the complete amino acid sequence, then calculations are made for residue 1 to 7 

window size, then for 2 to 8 with the prediction made from the previous, then for 3 to 9, and so on. 

 

 

 
 

Figure 8. Residue table for protein secondary structure 

 

 

5.2.1. Neural network approach 

In terms of precision SIMPA: the same dataset has been used in the Q3 prediction method with 

window size is 7. “MHHHHHH”, “MIQNHIK”, “PVSPKKK”, “ADLEDNM” are small representative of 

amino acid sequence dataset. The window size of three is taken for the sequence “MHHHHHH”, 

arrangement of size three will be ‘-MH’, ‘MHH’, ‘HHH’, ‘HHH’, ‘HHH’, ‘HHH’, ‘HH-‘. The weight of a 

sample matrix is estimated. 

 

result_table = print_result ('CCCCCCC', 'CCCCCCC', 'CCCCCCC', [3, 9, 13]) 

print (tabulate (result_table [1:], result_table [0], tablefmt="grid")) 

 

+-----------+------+------+----------------+ 

|           | H    | E    | C              | 

+===========+======+======+================+ 

| Residue 0 | (0%) | (0%) | 3+9+13(100.0%) | 

+-----------+------+------+----------------+ 

| Residue 1 | (0%) | (0%) | 3+9+13(100.0%) | 

+-----------+------+------+----------------+ 

| Residue 2 | (0%) | (0%) | 3+9+13(100.0%) | 

+-----------+------+------+----------------+ 

| Residue 3 | (0%) | (0%) | 3+9+13(100.0%) | 

+-----------+------+------+----------------+ 

| Residue 4 | (0%) | (0%) | 3+9+13(100.0%) | 

+-----------+------+------+----------------+ 

| Residue 5 | (0%) | (0%) | 3+9+13(100.0%) | 

+-----------+------+------+----------------+ 

| Residue 6 | (0%) | (0%) | 3+9+13(100.0%) | 

+-----------+------+------+----------------+ 
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W11=1 W12=0 W13=-1 

W21=-1 W22=1 W23=0 

W31=0 W32=-1 W33=1 

 

Input represented the conformation matrix sequence [25]. Calculate the output for sub-sequence ‘-MHH’. 

Figure 9 shows the reduced matrix that is used to solve the elimination. It reduced the row echelon. 

Here reduced matrix is used for calculating the output. The activation function defines the output of input or 

set of inputs. 

 

Activation output= 0*W11+0*W12+1*W13+0*W21+1*W22+0*W23+1*W31+0*W32+0*W33 

= 1*0+0*0+(-1)*1+(-1)*0+1*1+0*0+0*1+(-1)*0+0*0 

= 0 

Final output= 1/(1+e-activation) 

= 1/2 

= 0.5 

 

We learned from Agarwal and Rizvi [26], 

 
If result>0.5 later 

          Presume α-helix mean by “H” 

Else if result>0 & result<=0.5 

          Presume β-sheet mean by “E” 

Else 

          Presume coil mean by “C” 

 

In the similar way we can compute the values of windows ‘MHH’, ‘HHH’, ‘HHH’, ‘HHH’,’HHH’, 

‘HH-‘ is 0.12,0.5,0.5,0.5,0.5,0.73. Whose prediction structure is “EEEEEEH”. Which does not match the 

actual sequence of the amino acid sequence. Similarly, we get from the rest of the sequences: 

 

“MIQNHIK”---”EEEEHEE” 

“PVSPKKK”--”EEEEHEH” 

“ADLEDNM”--”EEHEEHH” 

 

These predicted sequences are obtained using the SIMPA method. Table 2 shows the residue for the 

neural network approach. Here the residue of the same sequence in the neural network method has been 

found. But the coil is missing even though the α-helix (H) and β-sheet (E) is present in that table. Only coil is 

present in the actual structure of the amino acid sequence. The structure obtained from this residue table does 

not match the actual structure. Thus, the neural network method cannot be verified with the SIMPA 

technique. From this, it can be said that the Q3 (85%) prediction method gives better results than the neural 

network method. 

 

 

 
 

Figure 9. Reduced matrix 

 

 

Table 2. Residue for neural network approach 
 H E C 

Residue 1  3+9+13(100%)  
Residue 2  3+9+13(100%)  

Residue 3 13(33%) 3+9(66%)  

Residue 4  3+9+13(100%)  
Residue 5 9(33%) 3+13(66%)  

Residue 6 13(33%) 3+9(66%)  
Residue 7 3+9+13(100%)   
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6. CONCLUSION  

In this paper the proposed attempt to improve prediction included two predictive models based on 3-

state protein secondary structure prediction and the SIMPA technique with the neural network are described. 

Here, the Kaggle dataset have been used to predict the protein secondary structure. The neural network 

architecture connects the 3-state protein prediction and SIMPA technique to enhance the model and showed 

that the Q3 prediction method is much better than the neural network approach. The Q3 prediction method 

accuracy is 85%. The model can also predict erstwhile sequences and is not inadequate to bioinformatics 

nuisance. Q3 method can model complex sequence-structure relationships by neural network architecture and 

exploit unified secondary structure labels. 3-state prediction and the SIMPA technique are even better than 

the neural network method and straightforward. The exploratory result showed that the Q3 and SIMPA 

technique's overall performance was better than neural network method. Because α-helix (H) and β-sheet (E) 

are present in the predicted sequence obtained by the neural network approach, but coil (C) are present in the 

actual sequence of the input dataset. So here, the neural network approach seems not perfect to predict the 

correct estimated sequence. 

The prediction has been completed predominantly for identified protein structures that are already 

available. Since our result is promising, we can expand it further. It is conceivable to predict the secondary 

structures for the unidentified protein structure based on this approach. With the avail of some other neural 

network architecture e.g. feed forward, reductive deep learning plus some further refined dataset e.g., CASP11 

CASP12, this presage methodology can avail the current state-of-the-art bioinformatics research fields. 
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