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 Respiratory diseases indicate severe medical problems. They cause death for 

more than three million people annually according to the World Health 

Organization (WHO). Recently, with coronavirus disease 19 (COVID-19) 

spreading the situation has become extremely serious. Thus, early detection 

of infected people is very vital in limiting the spread of respiratory diseases 

and COVID-19. In this paper, we have examined two different models using 

convolution neural networks. Firstly, we proposed and build a convolution 

neural network (CNN) model from scratch for classification the lung breath 

sounds. Secondly, we employed transfer learning using the pre-trained 

network AlexNet applying on the similar dataset. Our proposed model 

achieved an accuracy of 0.91 whereas the transfer learning model 

performing much better with an accuracy of 0.94. 
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1. INTRODUCTION 

Respiratory diseases indicate severe medical problems [1]. They cause death for more than three 

million people annually according to the world health organization (WHO) [2]. Recently, with coronavirus 

disease 19 (COVID-19) spreading the situation has become extremely serious. Thus, early detection of 

infected people is very vital in limiting the spread of respiratory diseases and COVID-19 [3]. The 

fundamental methods employed for diagnosing COVID-19 and respiratory diseases are computerized 

tomography (CT), chest X-rays, pulmonary function testing [1], [4]. However, these methods are high-priced 

and suffer from other issues such as radiation from the X-rays method. Alternately, auscultation pulmonary 

method, which is easy, fast, and much less expensive, was presented about 200 years ago by the French 

physician Laénnec [5]. He disclosed the relationship between respiratory disease detection and lung sounds. 

Generally, lung sounds can be clustered as “normal” or “abnormal” whereas; normal lung sounds 

indicate that no disease exists. While abnormal lung sounds indicate that the disease is present [2]. However, 

the auscultation pulmonary method depends on the hearing ability and experience of the physician. It may 

lead to a misdiagnosis if performed by an untrained physician [6], [7]. Therefore, several computerized 

methods have been developed to support the auscultation procedure. 

Li et al. [8] proposed a new classification method to distinguish between irregular and normal lung 

sounds, they have used active noise-canceling (ANC) for lung sounds enhancement, hidden Markov model 

(HMM) to characterize the lung sounds as irregular or normal, and then they have used deep neural networks 

(DNN) for the posterior probability estimation of HMM for every observation. Vaityshyn et al. [9] suggested 

a convolution neural network (CNN) model for classification diseases of bronchopulmonary by the lung 

sounds spectrogram. Serbes et al. [10] proposed a method for crackle and non-crackle classification using a 

dataset consisting of 6,000 audio files, timescale (TS) and time-frequency (TF) have been used as feature 
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extraction methods whereas; k-nearest neighbors (KNN), support vector machines (SVM), and multi-layer 

sensor methods used in the classification stage. Kochetov et al. [11] proposed a CNN model for wheeze 

recognition in the lung sounds by using a dataset consisting of 817 spectrogram images with 232 normal and 

585 sick lung sounds. Tariq et al. [12] proposed the lung disease classification (LDC) model which is based 

on deep learning by combined normalization and augmentation techniques as a preprocessing for effective 

classification of lung sounds. Güler et al. [13] proposed a two-stage classification model for respiratory 

sound patterns.  

In this paper, we initially i) developed a deep CNN model for classifying lung breath sounds. 

Moreover, ii) we employed transfer learning using a pre-trained network and the similar dataset. Then we  

iii) compared between both models. Lastly, iv) we compared the accuracy of our both experiments’ results. 

The rest of the paper coordinates: “Dataset” presents all details of the dataset used, “methodology” presents 

the strategy of developing the proposed model with its architecture and transfer learning approach and all 

implementation details as well. “Evaluation” presents and discusses both the proposed model and transfer 

learning approach results and performance. “Conclusion” concludes the paper. 

 

 

2. METHODOLOGY 

2.1.  Dataset 
The dataset used in this paper is from COVID-19+ pulmonary abnormalities on Bhatia [14]. This 

dataset is a combination of generated and real sounds spectrogram images for human breathing as shown in 

Table 1. It contains 6 classes: crackle course, crackle fine, COVID-19, non-COVID-19, wheezes, and 

normal. Each class of them is with a various number of images and various sizes. However, to obtain a 

reasonable classification between these classes, we considered a subset of this dataset, thus each class was 

arranged within 322 images, then we resized all the images in this dataset into 227×227 pixels as a pre-

processing step. Lastly, we randomly split the dataset into (70%) 225 images for training and (30%)  

97 images for testing. Figure 1 shows Dataset splitting, samples, and class types.  
 

 

Table 1. Dataset generated and real sounds of human breathing 
Type Class 

Generated Coarse crackles 

Generated Fine crackles 
Generated Normal 

Generated Wheezes 

Real COVID-19 
Real Non COVID-19 

 

 

2.2.  The proposed model  

The proposed model architecture is illustrated in Figure 2. The essential aim of the proposed model 

is classifying the spectrogram images of the generated and real sounds of human breathing into 6 classes: 

crackle coarse, crackle fine, COVID-19, non-COVID-19, wheezes, and normal. It is a trainable multi-class 

classification model implemented by utilizing the deep learning algorithm CNN. It is a sequential model with 

four key blocks. Each block plays a role in classification tasks and extracting features from the input. The 

four blocks are trained as a single network. The first block consisted of a 2D convolutional layer with a 

kernel size of [7×7] and 4 filters; the convolutional layer is the fundamental layer of deep learning networks. 

Then, convolution layer is followed by batch normalization layer, which has the effect of soothing the 

learning process and vividly decreasing the amount of training epochs needed to train deep networks. 

Afterward, a rectified linear unit (ReLU) used as an activation nonlinear function to learn mapping between 

inputs and response classes. Moreover, to overcome the overfitting and reducing the convolved features size 

a max-pooling layer with a kernel size of [7×7] and a stride of 1 was used. This block is mainly designed to 

acquire better features from the input images. The three following blocks are similar to the first block except 

the receptive field size of convolution layers which are altered between the blocks as enlisted in Table 2. 

Finally, a fully connected layer and SoftMax classifier were used for classifying the features extracted from 

the previous blocks. 
 

2.3.  Transfer learning approach 

The performance of deep CNN models depends on the amount of training data [15]. The larger 

dataset means more accurate results [16]. However, lack of training data is a common issue within deep 

learning. This typically arises as a result of the difficulties in gathering large datasets [17]. Currently, the 

transfer learning technique is employed to overcome the lack of dataset issues [18]. 
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    Time  
 Coarse crackles Fine crackles Normal Wheezes COVID-19 Non COVID-19 

(a) 
 

 
(b) 

 

Figure 1. Splitting of dataset samples and class types (a) samples of COVID-19+pulmonary abnormalities 

dataset and (b) dataset splitting into training and testing 
 

 

 
 

Figure 2. The proposed model architecture 
 

 

Table 2. Dataset generated and real sounds of human breathing 
Block Layers 

Block 1 Convolution layer(4,7×7) 

Batch Normalization Layer 

RELU 
Max pooling layer(7×7) 

Block 2 Convolution layer (8,5×5) 

Batch Normalization Layer 
RELU 

Max pooling (7×7) 

Block 3 Convolution layer (16,5×5) 
Batch Normalization Layer 

RELU 

Max pooling layer (7×7) 
Block 4 Convolution layer (32,7×7) 

Batch Normalization Layer 

RELU 
Max pooling layer (7×7) 

Classification block Fully Connected layer 
SoftMax classifier 

F
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q
u
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cy
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Transfer learning is a mechanism commonly used in DL. Which attempts to improve the traditional 

deep learning models by transferring knowledge from one source domain to another domain (target domain) 

[19]. CNNs are typically trained on larger datasets, and then fine-tuned for use on a smaller  dataset [20]. 

In this paper, we have used the pre-trained network AlexNet [21]. The transfer learning model 

architecture is illustrated in Figure 3. AlexNet network has been trained on over a million of different images. 

We then transferred its knowledge to classify COVID-19+pulmonary abnormalities dataset into six classes 

by replacing the latest three layers as illustrated in algorithm 1.  

 

 

 
 

Figure 3. Transfer learning model architecture 

 

 
Algorithm 1: Transfer learning approach 
Input: COVID-19+Pulmonary abnormalities dataset+AlexNet network 

Output: Re-fined trained network.  

Begin 
Step1:  TR   \gets Load training dataset.  

             L     \gets  Length (TR). 

Step2: Resize (TR)   //[227×227] pixels. 
Step3: Replace the latest layers of AlexNet network 

Step4: Train the network. 

            For i\gets L do 
             Classify (TR)//classifying training dataset 

Step5: Evaluate the tainted network. 

End. 

 

 

2.4.  Training 

Both experiments were achieved by using similar training options. Whereas, stochastic gradient 

descent (SGD) has been employed as an optimizer with a momentum of 0.9, the initial learning rate was set 

to 0.001 and it remains constant during the training process, and the mini batch was 100. The most classical 

cost function used was the loss function which decreases the error between actual and output labels. In the 

first experiment, the training process was stabilized in 250 epochs while the number of epochs increased to 

more than 1,000 in the second experiment. Finally, all coding was implemented on MATLAB (R) 2020a with 

a toolbox of deep learning installed on a personal computer (PC) running with Intel Core (i7) inside, 16 GB 

RAM, CPU of 1.99 GHz, and Nvidia GPU GeForce MX130. 

 

 

3. EVALUATION 

In this section, we explain the results achieved by our proposed model and the model used as  

fine-tuning of transfer-learning for classification of the spectrogram images into 6 classes: crackle coarse, 

crackle fine, COVID-19, non-COVID-19, wheezes, and normal. As mentioned before, we divided the dataset 

into two parts 70% for training and 30% for testing. Evaluation of the performance of the models is 

accomplished against testing set using some metrics such as accuracy, sensitivity, specificity, precision, and 

F-score. Formulas of these metrics are given in equations (1-5) respectively  [22], [23]. Table 3 exhibits the 

results achieved by both the proposed model and the transfer learning approach.   

 

Accuracy = (TP + TN)/(TP + FP + TN + FN) (1) 
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Sensitivity = TP/(TP + FN) (2) 

 

Specificity = TN/(TP + FN) (3) 

 

Precision = TP/(TP + FP) (4) 

 

F1 score = 2 ×  (Precision × Recall)/(Precision + Recall) (5) 

 

Where true positive (TP) is the total number of spectrogram images correctly classified, true negative (TN) is 

the total number of spectrogram images that do not fit another class and also have not been classified as that 

class. False positive (FP) is the total number of spectrogram images that were wrongly classified, and false 

negative (FN) is the total number of spectrogram images that have been perceived as an incorrect class [24], 

Additionally, we used confusion matrices shown in Figures 4(a) and 4(b) indicating all details about correct 

or wrong classification for both experiments. 

 

 

Table 3. The measurement results were achieved by both the proposed model and 

the transfer learning approach 
Our proposed model 

Class Sensitivity Specificity Precision F-score 

Crackle Coarse 1 1 1 1 

Crackle Fine 1 1 1 1 
Wheezes 1 1 1 1 

COVID-19 1 1 1 1 

Non-COVID-19 0.82 0.93 0.64 0.72 
Normal 0.71 0.97 0.86 0.78 

Transfer learning approach 

Crackle Coarse 1 1 1 1 
Crackle Fine 1 1 1 1 

Wheezes 1 1 1 1 

COVID-19 1 1 1 1 
Non-COVID-19 0.81 0.96 0.82 0.82 

Normal 0.82 0.96 0.81 0.81 

 

 

 
(a) 

 

 
(b) 

 

Figure 4. Confusion matrices (a) the proposed model and (b) the transfer learning approach 

 

 

As cited in Table 4, the comparisons are drawn among our both models, the proposed model and the 

transfer learning model, with method of [25]. Comparisons examined the performance according to accuracy. 

This comparison showing that the transfer learning model performance is effective and more accurate on 

lung breath sounds classification process. 

 

 

Table 4. Comparative results of the accuracy 
Method Accuracy 

Unais Sait et al. [25] 80% 

Our proposed model 91% 

Our transfer learning approach 94% 
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4. CONCLUSION  

In this paper, we have examined two different models using convolution neural networks. Firstly, 

we proposed and build a CNN model from scratch for classifying lung breath sounds into six classes: crackle 

course, crackle fine, COVID-19, non-COVID-19, wheezes, and normal utilizing COVID-19+pulmonary 

abnormalities dataset. Secondly, we employed transfer learning using the pre-trained network (AlexNet) 

applying on the similar dataset, which in turn divided into two parts 70% for training and 30% for testing. 

Next, we have used several measurement criteria for evaluating the performance of both models such as 

accuracy, sensitivity, specificity, precision, and F-score. After that, we have compared between both models’ 

results. Our proposed model achieved an accuracy of 0.91, whereas the transfer learning model performing 

much better with an accuracy of 0.94. Which means that the transfer learning model is effective and more 

accurate on lung breath sounds classification. Finally, we plan to improve the accuracy performance by using 

different pre-trained networks. Also, we plan to use two or more different datasets in one experiment to 

increase the challenge of classification task. 
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