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 The data stream is considered the backbone of many real-world applications. 

These applications are most effective when using modern techniques of 

machine learning like deep neural networks (DNNs). DNNs are very sensitive 
to set parameters, the most prominent one is the learning rate. Choosing an 

appropriate learning rate value is critical because it is able to control the 

overall network performance. This paper presents a new developing DNN 

model using a multi-layer perceptron (MLP) structure that includes network 
training based on the optimal learning rate. Thereupon, this model consists of 

three hidden layers and does not adopt the stability of the learning rate but has 

a non-constant value (varying over time) to obtain the optimal learning rate 

which is able to reduce the error in each iteration and increase the model 
accuracy. This is done by deriving a new parameter that is added to and 

subtracted from the learning rate. The proposed model is evaluated by three 

streaming datasets: electricity, network security layer-knowledge discovery in 

database (NSL-KDD), and human gait database (HuGaDB) datasets. The 

results proved that the proposed model achieves better results than the 

constant model and outperforms previous models in terms of accuracy, where 

it achieved 88.16%, 98.67%, and 97.63% respectively. 
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1. INTRODUCTION  

Recently, real-world applications such as sensor networks, different monitoring systems, social 

networks, and others are able to generate data streams, which are defined as huge data that have many 

different characteristics from traditional data, including boundless size (that cannot be stored in whole),  

high-speed, the appearance of concept drift (that is, data is not static but rather evolves over time) [1]. Neural 

networks are either shallow or deep which can be distinguished by having multiple hidden layers instead of a 

single layer. Deep learning techniques that use deep neural networks (DNN) have many distinctive features, 

such as strong and influential learning abilities, powerful generalization, the ability to train big data, and 

premium performance. Accordingly, deep learning ranks as the fastest growing and most successful among 

other machine learning techniques [2], [3]. Moreover, learning can be defined as a procedure for estimating 

the model parameters. So, deep learning can be seen as a universal learning rate that nearly is able to solve 

different problems [4]. 

Evidently, neural networks are very sensitive to set the parameters, the most notable one is the 

learning rate, which, like many other parameters, may change over time [5]. Lately, the learning rate issue has 

become a center of interest and attraction for researchers as it has a clear impact on achieving network stability 

and their results, thus leads to increase the DNN model accuracy [6]. Choosing an appropriate learning rate 
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value is critical and essential since it is able to control network performance. For example, when the learning 

rate value is small, the network is easy to get stuck in the local minimum, while a large value avoids the local 

minimum. Subsequently, obtaining an optimal learning rate value is still an open challenge for DNN models as 

long as often, the learning rate is set to a constant value along the work [7]. 

Lewkowycz et al. [8] tested two values of the learning rate, the first according to a large learning 

rate and the second for a small one. Therefore, there are two regimes based on these values and a transitional 

phase separates these two regimes. They generally proved the best performance of the neural networks when 

the learning rate is large; this is known as the catapult phase. This phase avoids the divergence as well as the 

high curvature minimum. 

The network is trained through a single cycle of learning rate that has a large learning rate [9]. This 

processing cycle ensures linearly to increase the learning rate to the highest value and then start decreasing 

all the way to the end. Practically speaking, in this method, the performance is better than standard methods, 

especially in the case of limited training data. Furthermore, it is generally characterized by limited training 

periods, hence, increasing the accuracy of the model. 

Leclerc et al. [10] suggested a method for separating two training phases (regimes). The first one is 

the large step regime: this regime reflects the highest learning rate which does not lead to divergence, whilst 

its performance is poor from the optimization aspect. The second one is the small step regime: it reflects the 

greatest learning rate and from it, the loss begins to decrease constantly, and it is also poor from the 

generalization aspect. Therefore, for each regime, the processing was detached based on a specific algorithm. 

To explain deeply the learning rate and how it affects deep learning, Nakkiran [11] proposed a method to 

compare the error of the test data between a large and small value of learning rate. Through this work, the 

stability at a large value of the learning rate is proven to be impracticable. Alternatively, the process starts 

with a large learning rate value and continuously decreases this value until it reaches the target. 

This paper presents a new developing DNN model using a multi-layer perceptron (MLP) structure 

that includes network training based on the optimal learning rate. Therefore, this model consists of three 

hidden layers and does not adopt the stability of the learning rate, but rather has a non-constant value 

(varying over time) to obtain the optimal learning rate which is able to reduce the error in each iteration and 

increase the model accuracy. This is done by deriving a new parameter that is first added to the learning rate 

value and then subtracted from it to get the lowest error. 

The proposed DNN model is evaluated by different datasets that are; electricity, network security 

layer-knowledge discovery database (NSL-KDD), and four sub-datasets from the human gait database 

(HuGaDB). The results proved that the proposed model outperforms constant models where it achieved an 

accuracy of 88.16%, 98.67%, and 97.63%, respectively. Furthermore, the proposed DNN method 

outperformed the previous models. In addition to accuracy, three other measurements, precision, recall, and 

F1-score were used. 

 

 

2. RESEARCH METHOD 

This section describes the methods of this research in two sub-sections. The first sub-section 

clarifies the neural network types and the main difference between them. Then, it explains the MLP structure. 

While the second sub-section illustrates the importance of the learning rate and its impact on neural network 

performance. 

 

2.1.  Neural network types 

Architecturally, the neural network is either shallow or deep. The main difference between them is 

that the shallow uses a single hidden layer, whereas the DNN use multiple hidden layers. Therefore, a DNN 

is an artificial neural network that has multi-hidden layers located between the input and output layers where 

every layer utilizes the former layer output as an input so, the neurons in DNN layers form the hierarchy [12]. 

Therefore, when deep learning first appeared it was known as hierarchical learning [13]. MLP which is 

sometimes known as back-propagation is a neural network framework that uses more than a hidden layer and 

these layers are connected on a feed-forward network [14]. The general architecture of the proposed MLP 

model consists of three hidden layers in addition to one input and output layer as depicted in Figure 1. 

 

2.2.  Learning rate value 

The learning rate is able to control the network performance, so it is carefully chosen to ensure the 

best performance [15] where it controls the amount of change in the model based on the estimated error every 

time an update of the model parameters has been updated, such as the weights [16]. There is no general way 

to assign a specific learning rate value to all models, each one has a specific value that varies according to the 

model's task and data behavior [17]. 
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Figure 1. The general architecture of the MLP model 

 

 

Many previous models set an initial value of the learning rate, and then this value increases or 

decreases linearly or exponentially according to the model structure. As a rule, the value of the learning rate 

is a small positive, typically in the range [0 to 1] and the most common values are 0.1, 0.001 and 0.0001. 

Generally, when the learning rate is small, the network convergence achieves a satisfactory level, but it needs 

many training epochs and a lot of time. In contrast, if the learning rate is large, the network is diverging and 

needs a little training epoch and less time. 

Nevertheless, the algorithms that determine the learning rate value can classify into, constant and 

adaptive algorithms [18] besides, it can be classified according to the batch size numbers, batch gradient 

descent (if all training examples are treated as a single batch), stochastic gradient descent (if batch size just 

one) and minibatch gradient descent (if batch size more than a batch) [19]. 

 

 

3. THE PROPOSED METHOD 

The proposed DNN model consists of four phases as shown in Figure 2. 

1) Pre-processing phase: The normalization technique used in this phase and min-max method is 

implemented. Mathematically, if there is a set of matching scores (Ms) where, s=1,2, ..., n the normalized 

scores (Ms’) calculate by (1). 

 
 

 
 

Figure 2. The block diagram of the proposed model 
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𝑀𝑠′ =  (𝑀𝑠 − 𝑚𝑖𝑛) (𝑚𝑎𝑥 − 𝑚𝑖𝑛)⁄    (1) 

 

where min is the minimum value and max is the maximum value. Then, the stream dataset is divided into 

training data as 80% and testing data as 20%. 

2) Training phase: Implementation of the proposed model by applying a non-constant learning rate using the 

training data from the previous step to get the optimal learning rate. 

3) Testing phase: It tests the ability of the model if it is trained accurately after the optimal learning rate has 

been obtained. 

4) Evaluation phase: It is done by applying different measurements. 

In the training phase, we derive a new parameter that is a lambda (λ). However, this phase starts 

with setting the initial value to the learning rates then the value of lambda is added and subtracted to this 

learning rate value respectively. Thereafter, each process is evaluated by the DNN to determine which is the 

best (adding or subtracting process). This determination is done by IF condition. All the above processes are 

performed as long as the current iteration (i) is less than the maximum iteration (Maxiter). Otherwise, the 

optimal learning rate is returned. The pseudocode of the proposed model is described in Figure 3. 

 

 

Input: Stream dataset D, Initial Learning Rate 

Output: optimal learning rate (OLR) 

1. Set parameters as: 𝜆𝑚𝑖𝑛= 0.0005, 𝜆𝑚𝑎𝑥= 0.0009, MaxLR=0.1, MinLR= 0.0, LR= 0.001, 

i=1, Maxiter=100. 

2. While i < Maxiter do 

3.   Ύ=(λ max - λ min) 

4.   λ=λ max - Ύ * (
𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑖𝑡𝑒𝑟

𝑚𝑎𝑥𝑖𝑡𝑒𝑟
)

2

  

5.   𝑇𝑒𝑚𝑝1𝐿𝑅 ← 0.001 

6.   𝑇𝑒𝑚𝑝2𝐿𝑅 ← 0.001 

7.   𝑇𝑒𝑚𝑝1𝐿𝑅 ← 𝑇𝑒𝑚𝑝1𝐿𝑅 + λ 

8.   𝑇𝑒𝑚𝑝2𝐿𝑅 ← 𝑇𝑒𝑚𝑝1𝐿𝑅 - λ 

9.      IF 𝑇𝑒𝑚𝑝1𝐿𝑅 > MaxLR Then 

10.          𝑇𝑒𝑚𝑝1𝐿𝑅 ← MaxLR 

11.         𝐸𝑉1  ← DNN (𝑇𝑒𝑚𝑝1𝐿𝑅, data)  

12.      End if 

13.      IF 𝑇𝑒𝑚𝑝2𝐿𝑅 < MinLR Then 

14.          𝑇𝑒𝑚𝑝2𝐿𝑅 ← MinLR 

15.         𝐸𝑉2  ← DNN (𝑇𝑒𝑚𝑝2𝐿𝑅, data)  

16.      End if 

17.         IF 𝐸𝑉1 > 𝐸𝑉2 Then 

18.             LR ← 𝑇𝑒𝑚𝑝1𝐿𝑅 

19.           Else 

20.             LR ← 𝑇𝑒𝑚𝑝2𝐿𝑅 

21.        End if 
22.  i= i+1  
23. End While 
24.  Return OLR 

  

Figure 3. The pseudocode of proposed model 

 

 

The λmax and λmin refer to the maximum and minimum values of λ parameter respectively i.e., λ 

boundary. However, this model implements in the learning rate range [0.0, 0.1] so, two learning rate 

boundaries are set as follows, MaxLR=0.1, MinLR=0.0, besides, the initial learning rate (LR) is 0.001 and also 

Maxiter refers to the maximum iteration of the algorithm, which set to 100. 𝑇𝑒𝑚𝑝1𝐿𝑅 and 𝑇𝑒𝑚𝑝2𝐿𝑅 refer to 

the temporary saving of learning rate values. Finally, 𝐸𝑉1 and 𝐸𝑉2 indicate the evaluation step of the selected 

learning rate values by DNN. The testing phase used the testing data that represents the input to the optimal 

learning rate. Thereafter, a DNN is applied to produce the results. 

The last phase in the current model is the evaluation phase, which represents the result’s evaluation. 

Four different measurements were applied, which are: accuracy, precision, recall, and F1-score. The 

streaming datasets to this model as described in Table 1 [20]–[23]. 

Based on the change in the learning rate during the first epochs, and then determining the optimal 

one for network training, the proposed model certainly will be stable after a number of epochs. In fact, the 

proposed idea might be generalizable; therefore, several types of stream data have been tested in this paper. 

In this diversity of stream datasets, we have taken care to include both balanced and unbalanced data. 
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Table 1. The description of streaming datasets 
No. Dataset name Year  No. of samples  No. of features No. of classes Dataset symbol 

1. Electricity 1996 45,312 8 2 Electricity 

2. NSL-KDD 2009 148,517 41 5 NSL-KDD 

3. HuGaDB-v2-various-01-01 2017 2,435 39 4 DS1 

4. HuGaDB-v2-various-05-12 2017 4,393 39 3 DS2 

5. HuGaDB-v2-various-13-11 2017 5,272 39 3 DS3 

6. HuGaDB-v2-various-14-05 2017 2,392 39 2 DS4 

 

 

4. RESULTS AND DISCUSSION 

This section explains the results attained by applying the proposed model (which consists of three 

hidden layers) to train the network by the OLR and hence, reducing the error rate as the training progress 

(this is obviously explained by the difference between the constant and the proposed models). The first 

dataset is the electricity, the error rate in the constant model is 0.1424, while in the proposed model it is 

0.1183 so, the error enhancement through the proposed model is 0.0241. The OLR is 0.0012. 

The second dataset is the NSL-KDD, the error rate resulting from the constant model is 0.0165, 

whereas it through the proposed model is 0.0132. Therefore, the amount of error enhancement by the 

proposed model is 0.0033 with OLR as 0.0015. The third dataset is HuGaDB, as we mentioned above, we 

tested four sub-datasets. In DS1, the error is reduced from 0.0164 to 0.0136 by this model thus, the amount of 

error enhancement is 0.0027, with 0.0015 as OLR. For DS2, the resulting error rate of the constant model is 

0.0295, whilst in the proposed model it 0.0288. There is 0.0007 reduced error rate and OLR is 0.0009. For 

DS3, the error decreased from 0.1649 to 0.0493 by applying our model and 0.1156 is the error enhancement. 

However, the OLR is 0.0017. Finally, in DS4, the error rate in constant model is 0.0055 that decreased to 

0.0027 by our model i.e., the error enhancing is 0.0027 with OLR as 0.0009. All these decreasing error rates 

are depicted in Figure 4.  

As seen in Figure 4, the results achieved by the proposed model (which are highlighted in bold font) 

are actually less than the results of the constant model. Because the network is trained by OLR, the accuracy 

of the proposed model is better than that of the constant model. Figure 5 illustrates the accuracy results. 

Moreover, Table 2 displays the results of other measurements: precision, recall, and F1-score. 

Furthermore, based on the accuracy of the electricity dataset which is 88.16%, this model superiors 

the MLP model of [24] which achieved an accuracy of 81.06%. For the accuracy of the NSL-KDD dataset 

which is 98.67%, the proposed model outperforms the model presented by [25] that attained an accuracy of 

97.05% and also the model proposed by [26] which achieved an accuracy of 97.97%. In terms of the 

accuracy of HuGaDB dataset which is 97.63%, the proposed model outperforms previous models such as [6] 

that attained an accuracy of 92.5%, [12] which achieved an accuracy of 88.0%, and [27] that obtained 91.7% 

as an accuracy. After implementing our proposed idea to a previous MLP model which has two hidden layers 

and a constant learning rate (0.001) that attained an accuracy rate of 50.2% [28], the accuracy rate increased 

to 85.80%. 

 

 

 
 

Figure 4. The error rate of both constant and proposed models 
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Figure 5. The accuracy of both constant and proposed models 

 

 

Table 2. The measurements of both constant and proposed models 
Dataset name Constant model  Proposed model  

 Precision Recall F1-score Precision Recall F1-score 

Electricity 85.67 85.75 85.71 88.37 88.16 88.27 

NSL-KDD 98.44 98.34 98.39 98.67 98.67 98.67 

DS1 98.38 98.35 98.37 98.64 98.63 98.63 

DS2 97.06 97.04 97.05 97.12 97.11 97.12 

DS3 83.56 83.50 83.53 95.11 95.06 95.09 

DS4 99.44 99.44 99.44 99.72 99.72 99.72 

 

 

5. CONCLUSION 

The data stream can be generated by many real-world applications. This type of data appears as a 

modern type that is defined as a huge amount of data arriving with a high speed that is not static but evolving 

over time, this causes the appearance of concept drift. Deep learning is one of the most important and 

successful machine learning techniques that are very sensitive to set parameters including the learning rate, 

which like other parameters may not be constant all the time, this is to achieve the best network performance.  

Remarkably, obtaining the optimal learning rate remains a major challenge for deep learning techniques. This 

paper presents a new developing DNN model that aims to get the optimal learning rate through several 

iterations in a step to reduce the error generated by the network thus, increase the model accuracy. The core 

idea is to derive a new parameter that will be added to the learning rate and then subtracted from it to get the 

least error. Practically, the proposed model proved to be effective and outperformed both the constant models 

(which adopt constant learning rate values) as well as the previous models tested by the same streaming 

datasets. This model is tested by different streaming datasets that are electricity, NSL-KDD and four sub-

datasets from HuGaDB and it achieved an accuracy of 88.16%, 98.67%, and 97.63% respectively. 
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