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 The modern education system is an essential part of the rise of technology. 
The E-learning education system is not just an experimental system; it is a 

vital learning system for the whole world over the last few months. In our 

research, we have developed our learning method in a more effective and 

modern way for students and teachers. For significant implementation, we 
are implementing convolutions neural networks and advanced data 

classifiers. The expression and mood analysis of a student during the online 

class is the main focus of our study. For output measure, we divide the final 

output result as attentive, inattentive, understand, and neutral. Showing the 
output in real-time online class and for sensory analysis, we have used 

support vector machine (SVM) and OpenCV. The level of 5*4 neural 

network is created for this work. An advanced learning medium is proposed 
through our study. Teachers can monitor the live class and different feelings 

of a student during the class period through this system. 
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1. INTRODUCTION 

The online-based direct education system is one of the most popular education systems of this era. 

Teaching through the web, app, and software based video conferencing is a very popular teaching medium. It 

gives the teachers and students the opportunity to come closer to teach and take classes in a virtual way if any 

critical situation creates where the live class is impossible. Google Meet, Zoom, Skype are the very popular 

video conferencing medium for teaching. About 30-35 students can participate together on this learning 

platform, which can be conducted by one teacher. But for a teacher, understand teaching flexibility and need 

a clear idea of the best study environment. For more efficient learning, the development of virtual platforms 

is essential for all students. A structured virtual environment has been created in the United States, where 

teachers can enter virtual classrooms and they have designed the schedule as if they were doing the class on 

that typical day [1]. In our research, we created a model to find out student’s impressions and expressions 

through a live face detection module. For the student’s sentimental analysis, we have used the multi-task 

cascade convolutional neural network algorithm. Multiple face detection and multiple network training 

models have been used to complete our study. For multiple network models, we have used log-likelihood and 

hinge loss method. We first run a single model, then we average each model of a single network and we train 

https://creativecommons.org/licenses/by-sa/4.0/
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and test all the concatenated networks for the output response. In the face detection step, we used face 

cropping and slicing methods. In this method, the system will slice the facial image into different parts which 

are very important for expression identification. In the final result, support vector machine (SVM) is used to 

classify the genres of student's feelings that are marked as attentive, pleasant, understanding, and neutral. 

Datasets are created from multiple sources so that we can cover all aspects of online live video. After all the 

proceedings, the system will provide a ratio through a test and the training database. We have focused on 

OpenCV for multiple face detection and at the last position we applied support vector machine [2]. Our main 

goal is to find out a percentage of sentiment and multiple face detection. The main contribution of the 

research which is summarized as the following: i) we have designed a new rapid student sentiment approach 

(RSSA) model and an advanced backend framework for detecting facial expressions from running the virtual 

classroom, ii) develop e-learning to apply rapid methods to a combination of advanced image processing and 

deep learning, and iii) E-learning advanced method construction and outcome-based online learning system 

are the main key-point in our study. 

The rest of the paragraph is complete in all parts as follows. In section 2, we are talking about 

existing associated works. Section 3 discusses the proposed model for the working protocol. The major 

contribution of the work is "live video facial sentiment analysis" which is illustrated in section 4. Section 5 

contains the data processing and analysis for image accuracy. Finally, sections 6 and 7 mention the main 

result and conclude in the article. 

 

 

2. LITERATURE REVIEW 

The researcher worked on a comprehensive face detection system that is capable to detect multiple 

faces randomly. In their research, they have presented an effective method-based model which is the 

combination of four methods. They divided their method into two parts. For the first part they use  

Haar-AdaBoost, local binary pattern (LBP)-AdaBoost the booting algorithm to extract the data for the 

selection method, on the other hand, they use multiple kernel SVM with group features (GF-SVM), Gaussian 

fuzzy-neural network (GF-NN) to extract the characteristic for the classification method. They trained a large 

number of images to detect the face using neural networks in their model. They train the data to set both 

supervised and unsupervised learning to show the results in terms of detection rate and false detection rate. 

Among the four methods, the Haar-AdaBoost method performs better compared to other methods used in 

their methodology [3]. In this research, appearance-based face detection and tracking system from different 

video sequences is introduced through this work. In their proposed methodology they perform their work 

combining of APF-based tracking algorithm and AdaBoost face detection algorithm, namely boosted 

adaptive particle filter (BAPF) to perform automatic verification of the face, to detect random face from 

video track. They track the faces using the particle filtering into the input image frame and then the existing 

tracking faces detect the AdaBoost algorithm in their model. For their data set, they use 6000 face image size 

in pixels 20 by 20. Nonface images are taken from video sequences and use 6598 images to train the model. 

They use 25 layers to detect multi-view face detection in their proposed system [4]. To solve manual 

initialization of the tracking and face detection they have come up with an effective technique of the 

combination of both features based and appearance-based face detection in real-time. They present their 

system into two-folds. Face skin color detection is the first phase of their work. They use the Haar-like 

features AdaBoost algorithm on the other part of their work they extended the continuously adaptive mean 

shift (CAMSHAFT) algorithm to detect the same kind of objects like facial scale and lighting to compare the 

robustness of the system. They work with both static and dynamic face images from a complex background 

into their proposed model. Their detection system firstly classifies the given pixel image secondly recognizes 

various skin image detection. Finally, their model decided a face or non-face from the given input image 

frame [5]. 

 

 

3. PROPOSED MODEL 

Universities, colleges, schools are very much affected with online learning and it is hard to find out 

the sentiment and circumstance of a student [6]. In our study, we have designed the RSSA model which is 

works through convolutional neural network and impression analysis techniques. In this section, we represent 

it with a geographical image view. 

From the Figure 1 at first, Figure 1(a) is a device with a webcam for connecting a video call.  

Figure 1(b) is a full screen of video call mentors and active students. In this model, Figure 1(c) indicates the 

full image data store which contains a full chunk of visualization data program, and it is using for the next 

image processing experiment. After that, Figure 1(d) indicates the multiple face detection for impression 

analysis that means the programmable machine learning image training data. For single-frame face analysis 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

Analysis of student sentiment during video class with multi-layer deep learning approach (Imrus Salehin) 

3983 

in Figure 1(e) is the main section of this model. Then from the database in Figure 1(f) we train and test the 

image dataset. Figures 1(g) and 1(h) is the result part of this model. Getting a visualization of the sentiment 

analysis calculation and measuring the model perfection decision is the main purpose of creating the model. 

In our system, we divide our output result as attentive, inattentive, understand, and neutral. 

 

 

 
 

Figure 1. A short model of RSSA: (a) device with a webcam, (b) screen of video call, (c) image data storage, 

(d) multiple face detection, (e) main image detection and analysis, (f) train and test the image data,  

(g) analysis result, and (h) analysis result percentages 

 

 

4. METHOD AND EXPERIMENTAL ANALYSIS 

This section discusses the rapid structure and development of its algorithm. From Figure 2, the 

analysis process will start with a single frame and multi-frame. Using OpenCV and convolutional neural 

network (CNN), this model trains its intelligent system through training datasets. After completion of the 

training, it will produce output results as attentive, inattentive, understand, and neutral with a percentage 

measurement. Then we get the accuracy of the model using the SVM algorithm. 

 

 

 
 

Figure 2. Working process of RSSA model 
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4.1.  Real time video sequence pre-processing 

Real-time face recognition to be a process that studies the input image, and works on the size, 

position, amount, and orientation of the face [7]. In the second phase of the framework, accurate face 

recognition is required to ensure that faces are extracted from each frame of the video sequence. Automatic 

and dynamic face detection (ADFD) is the basic programming framework that works with the new 

techniques OpenCV and Keras [8]. We represent this framework with a proper dimensional composite 

working process. From the online real-time video, we select the main multiple facial parts and store them for 

testing. We run our algorithm to train the ADFD framework. Deep metric learning is the main backend 

function to calculate accuracy. 

 

𝐷(𝑥, 𝑥′) =  √(𝑥 − 𝑥′)⊤𝑀(𝑥 − 𝑥′) (1) 

 

The (1) implies that a Mahalanobis distance, which is used for calculating metric learning. In our 

study, accept a single input image and output a classification for that image is the main mechanism to recall 

the multiple face detection. In this system we apply the next method to data classifier. For the video sequence 

pre-processing, we collect many sample datasets from online video shown in Figure 3. Better accuracy and 

testing data level, we observe this model proper way. 

 

 

 
 

Figure 3. Sample facial data set of online 

 

 

4.2.  CNN for single image facial expression target matching 

When we get images from the real-time video, we have used a face detection algorithm and also 

train by this image with a dataset. So that we get the best output and accuracy from a single image processing 

system. In the convolution approach, we see the shift-invariant artificial neural networks due to the  

shared-weights architecture for different types of characteristics. It also contains some hidden layers in image 

matching with mathematical calculations [9]. Here, j is the output node, data point is represented as n, d is 

called the target vale in here, and y is the value produced by the perceptron. 

 

ej(n) = dj(n) − yj(n) (2) 

 

And, another side we can write minimize the error in the entire output: 

 

𝜀(𝑛) =
1

2
∑ 𝑒2𝑛

𝑗 (𝑛) (3) 

 

It is more difficult to analyze the hidden node (layer) for the weight change, but we have shown the relevant 

formula (4). 
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−
𝜕𝜀(𝑛)

𝜕𝑣𝑗(𝑛)
= ∅(𝑣𝑗(𝑛)) ∑ −

𝜕𝜀(𝑛)

𝜕𝑣𝑘(𝑛)
𝑤𝑘𝑗(𝑛)𝑛

𝑘  (4) 

 

Derivative of the activation function is ∅ and local field Vj, Wk is weight. Starting from inputs, this model 

has three main stages, including convolution and max-pulling layer, a flat layer, fully connected two layers, 

and a Softmax layer for the output shown in Figure 4. 

 

 

 
 

Figure 4. Convolution three major stages 

 

 

4.3.  Multiple network training 

In our model, we used multiple network functionality. We need to perform multiple learning 

models. In order to learn the ensemble weights w, we individually train multiple CNN model and output their 

responses. A loss is defined on the weighted ensemble response, W adapted to reduce such loss. In this test, 

W is used to submit test responses. 

 

𝑚𝑖𝑛
𝑊

− ∑ 𝑙𝑜𝑔 ∑  𝑃𝑘(𝒴𝑖 | 𝑿𝑖)𝓌𝑘  + ⋋ ∑ 𝓌2
𝑘

𝐾
𝑘=1

𝐾
𝑘=1

𝑁
𝑖=1  (5) 

 

𝑠. 𝑡. ∑ 𝓌𝑘
𝐾
𝑘=1 = 1, 𝓌𝑘 ≥ 0, ∀𝑘  

 

In this function, the number of training samples is denoted as N, and the number of networks is 

denoted as K. Pk(yi|Xi) is the kth network output response on the yth category. For maximizing the validation 

accuracy λ is used. 

 

𝑚𝑖𝑛
𝑊

∑  ∑ [1 −
∑ (𝑃𝑖,   𝒴𝑖𝑘−𝑃𝑖,   𝒴

𝑘)𝓌𝑘
𝐾
𝑘=1

𝛾
]

+

+𝒴≠𝒴𝑖
𝑁
𝑖=1  ⋋ ∑ 𝓌2

𝑘
𝐾
𝑘=1  (6)  

 

𝑠. 𝑡. ∑ 𝓌𝑘
𝐾
𝑘=1 = 1 , 𝓌𝑘 ≥ 0, ∀𝑘  

 

The intuition is that the embedded output response combined with the ground truth should be larger than 

others with a margin of γ. Again, both γ and λ are determined with respect to the accuracy of the validation 

set [10]. 

 

4.4.  Convolutional network architecture for proper impression identification 

Convolutional network architecture is a major factor in research. In this section, we see some 

processing and identification of robust structures. In the first section, we are inputting real-time video 

preprocess image sets into the processing portion so that it can be converted with a neural network. To 

convert the neural network, this pre-process image has been extracted with the fracture extraction method. 

This is an advanced method to image data analysis with the networking process. Here, we are using  

n-number of dataset as shown in Figure 5 for vital and accurate measurement. 

 

4.5.  Facial expression landmark 

In our study, when this system gets a face, it will detect that face. After identifying the face, this 

algorithm will first identify the important features of the face that are necessary for the extraction of 

expression of the face. The algorithm for facial expressions will detect eyebrows, eyes, nose, and lips [11], 

[12]. After identifying the important features, this system will slice the image into smaller parts: i) identify all 
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features including facial expressions, ii) lip detection, iii) eyes and eyebrows, iv) nose identification, and  

v) fragmenting the image into smaller pieces. From these small feature images, the algorithm will model the 

expression face with the important features identified like as Figures 6(a)-(e), which will then be used for 

expression detection. 

 

 

 
 

Figure 5. CNN and data fracture extraction architecture 

 

 

    
(a) (b) (c) (d) 

    

 
(e) 

 

Figure 6. Identification of face features and image slicing (a) full face detection (b) lip detection (c) eye and 

eyebrows detection (d) nose detection (e) fragmenting the image into smaller pieces 

 

 

4.6.  SVM for sentimental classification 

SVM classifier is applied in this study, which is widely used in sentiment recognition [13]. A simple 

and efficient recognition model is used in this study, which is similar to Chi-Jen [14]. This package provides 

a way to automate parameter selection and grid searches that we apply for data classification and sensing 

analysis. Support vector machine is using for that data classification. At the last stage of data identification 

from the image, we are applying it and get a result with accuracy. 
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5. DATA PROCESSING SYSTEM  

This section explains yet which form of the dataset is used. How it is modified is to be used for the 

experiment and several mechanisms. Which will play an effective rule on our proposed model. Data 

processing system is very important and become more challenging to find out the sentiment of a student form 

the huge educational databases [15]. It is difficult to determine how best to prepare image data when a 

convolution neural network is being trained. The algorithmic conception and data processing flowchart have 

demonstrated in Figure 7. 

 

 

 
 

Figure 7. Data processing flowchart with algorithm conception 

 

 

5.1.  Data set 

We divided our work into two parts. We proposed a multi-task learning network in the first part, 

which will explicitly revert the 3D morph able model (3DMM) parameters from a well-cropped 2D single 

face image and we named this as single face network (SFN). We designed our architecture for the multiple 

face network (MFN), which takes 2D image as input predicts the center location, the dimensions of the 

bounding box, and the 3DMM parameters for each face in the image through inspiring by you only look once 

(YOLO) [16] and its variants [17], [18]. We integrated multiple datasets to have a good training set for 

accurate prediction of each group of 3DMM parameters for single face retargeting. 300 W-LP comprises 

several large poses and the Face warehouse is a rich expression dataset. As static image test sets, labeled 

faces in the wild (LFW) and AFLW2000-3D are used and 300 VW is used for video tracking as a test set. 

Annotated faces in the wild (AFW) has pose angles, ground truth bounding boxes and 6 landmarks and is 

used as a test set for static images for multiple face retargeting, whereas face detection data set and 

benchmark (FDDB) and web image dataset for event recognition (WIDER) provide only ground truth 

regarding bounding boxes [19] and hence are used for training. Other video dataset is used to test our MFN 

performance on videos. 

Table 1 shows that different types of data collection and its modalities, data type and participate list. 

Also, it shows the different types of data collection and its modalities, data type and participant list. This is a 
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different type of video data set for our analysis which is mentioned with proper information. More dataset 

details are summarized in Figure 8. 

 

 

Table 1. Sentimental calcification dataset 
Dataset participant Modalities Emotional data type 

Facebook Video Chat 10 Audio, Face Video Discrete emotions (happy, sad, anger, disgust, fear) 

Zoom 16 Audio, Physiological Video Discrete emotions 

Google Meet 15 Audio, Face Video Discrete emotions 

Skype 

Cisco WebEx 

25 

40 

Audio, Face Video 

Audio, Face Video 

Discrete emotions 

Discrete emotions (amusement, sadness, anger, disgust, fear) 

 

 

 
 

Figure 8. Number of images and faces for each training and testing dataset 

 

 

5.2.  Data analysis 

We have studied various classifiers for the best algorithm for our research. We have performed their 

functional analysis by performing different sentimental analyzes as shown in Tables 2 to 4 in our database. 

For the facial expression identification, the output is showing us that we mainly focused on some machine 

learning classifier. The SVM accuracy rate is very high then the other classifier. We also have some very 

specialized algorithms for facial object detection or image processing so that we also applied the  

scale-invariant feature transform (SIFT) algorithm for checking accuracy ratio. SIFT algorithm has a special 

mechanism for an image processing system [20]–[22]. 

 

 

Table 2. A comparison of the methods used for 

classification on (attentive) training and test dataset 
Classifier Precision Recall F1-Score 

Linear Regression 0.51 0.78 0.69 

SVM 0.70 0.83 0.79 

CNN 0.74 0.89 0.77 

SIFT 0.56 0.72 0.68 
 

Table 3. A comparison of the methods used for 

classification on (inattentive) training and test dataset 
Classifier Precision Recall F1-Score 

Linear Regression 0.48 0.58 0.62 

SVM 0.71 0.83 0.79 

CNN 0.77 0.87 0.69 

SIFT 0.56 0.71 0.79 
 

 

 

Table 4. A comparison of the methods used for classification on (understand) training and test dataset 
Classifier Precision Recall F1-Score 

Linear Regression 0.49 0.57 0.69 

SVM 0.71 0.81 0.85 

CNN 0.78 0.83 0.86 

SIFT 0.51 0.78 0.62 

 

 

From Table 4, we can see that the value of precision in case of linear regression and SIFT is 0.51 

and 0.56. Where the precision values of SVM and CNN are 0.70 and 0.74. Which is higher than the value of 

linear regression and SIFT algorithm. We can also see that the value of Recall and F1 score is higher for 
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CNN and SVM in comparison of linear regression and SIFT algorithm. We can see further from Figure 9 that 

the accuracy of CNN and SVM is higher than linear regression and SIFT algorithm. 

Table 3 also implies that the SVM and CNN algorithms are providing the best value for precision, 

recall, and F1-score. Also, the accuracy rate of SVM and CNN are quite high. Compared to Tables 2 to 4, we 

can see that the SVM and CNN algorithms provide the highest accuracy among all the other classificat ion 

algorithms. From Figures 10 to 12, we can see that the accuracy rate of SVM and CNN algorithms [23], [24] 

is higher for attentive, inattentive, and understand genre. To do this separate calculation, we have divided our 

dataset into 3 genres (attentive, inattentive, and understand). 

 

 

  
  

Figure 9. Algorithm accuracy for the attentive  

genre 

Figure 10. Algorithm accuracy for the inattentive 

genre 

 

 

 
 

Figure 11. Algorithm accuracy for the understand genre 

 

 

6. RESULT AND DISCUSSION 

When our model receives the input image the system detects the important image features and then 

it will crop the image into smaller parts. The image cropping process will work step by step in the 

convolution and sampling stages which is shown in Figure 12. When the system receives the pre-processed 

image for identifying the expression, then the neural network algorithm processed the image and make a 

decision about the expression which is shown in Figure 12(a). By using the neural network algorithm our 

model system will display the output result as attentive, inattentive, understand, and neutral as well as with 

the percentage value described in Figure 12(b). 

In this experiment we mainly run our system with single the CNN model. Then we are averaging 

each of the single CNN model, which is randomly initialized, pre-trained with randomly chosen dataset. Last 

of all each single CNN model assembled and then SVM is trained and tested on the concatenated network 

output responses. 
In this experiment we mainly run our system with single the CNN model. Then we are averaging 

each of the single CNN model which is randomly initialized, pre-trained with randomly chosen dataset. Last 
of all each single CNN model assembled and then SVM is trained and tested on the concatenated network 
output responses. The proposed work achieves the best performance. From Tables 5 and 6 we can determine 
that this model achieved 87.41% and 88.29% accuracy on the test set. Here, λ in the log likelihood loss and 
log likelihood loss is denoted as LL. Also, γ and λ in the hinge loss. In here hinge loss is denoted as HL. 

From Table 7, we can see the total model precision, recall, and F1 Score. Among the 4-classification 

algorithm correctly predicted positive observations are 82% for SVM and 85% for CNN algorithm. We also 
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got recall and F1 score 86% and 81% for SVM algorithm and 87% and 84% for CNN algorithm. Which is a 

pretty good measure for a good prediction. From Figure 13 we got the accuracy of our proposed model and 

the predicted accuracy [25] of algorithms. Here CNN achieved accuracy is 88.29 and SVM achieved 

accuracy is 87.41. 

 

 

 
(a) 

 

 
(b) 

 

Figure 12. Neural network model final results (a) Convolution model for final output and (b) generating 

attentive, inattentive, understand and neutral value 

 

 

Table 5. Weights for the learned ensemble networks 
 N # 1 N # 2 N # 3 N # 4 N # 5 

LL (Log likelihood) 0.2371 0.2491 0.2987 0 0.1119 

HL (Hinge Loss) 0.2308 0.2345 0.2806 0 0.1067 

 

Table 6. Classification accuracy (%) of datasets 
Accuracy Single AVG SVM LL HL 

Value 71.28 76.31 77.15 78.45 80.19 

Test 74.08 80.24 85.16 87.41 88.29 

 

Table 7. Compression of multiple classification algorithm 
Classifier Precision Recall F1 Score 

Linear Regression 0.76 0.79 0.82 

SVM 0.82 0.86 0.81 

CNN 0.85 0.87 0.84 

SIFT 0.73 0.77 0.80 
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Figure 13. Model accuracy 

 

 

7. CONCLUSION  

Online based education is increasing in a vast way. Nowadays people are more reliable with online 

media and anything can be found in online. With the development of this modern technology, the online 

based education system becomes more famous and placed as more reliable for both students and teachers. In 

the physical class system, teachers can easily interact with students very easily and effectively. But in this 

online education system, it is not an easy task to understand a student's behavior and his conditions. Finding 

out if a student is attentive or inattentive in class or whether students are understanding the teacher's 

discourse is really a big problem. Whether the class should be made more interesting or informative. Through 

all of this analysis, we can make a prediction about a student how much he/she is active in class or depressed. 

A depressed mind cannot concentrate in studies. For this reason, expression analysis is a crucial part of the 

online education system. To do all this work we introduce this model so that we can determine whether a 

student is attentive or inattentive during the class period. We can determine all those matters through this 

proposed model and can solve problems. Through our proposed model it will produce a result that will 

inform that a student how much attentive or inattentive or understand the topic during the class. In this paper, 

we used a convolution neural network and support vector machine algorithm for predicting the student 

sentiment and producing the required accuracy with 4 genres (attentive, inattentive, understand, and neutral). 

For better experiments, we also perform several classification algorithms for finding better results. 
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