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 Automatic emotion recognition is active research in analyzing human’s 

emotional state over the past decades. It is still a challenging task in 

computer vision and artificial intelligence due to its high intra-class 
variation. The main advantage of emotion recognition is that a person’s 

emotion can be recognized even if he is extreme away from the surveillance 

monitoring since the camera is far away from the human; it is challenging to 

identify the emotion with facial expression alone. This scenario works better 
by adding visual body clues (facial actions, hand posture, body gestures). 

The body posture can powerfully convey the emotional state of a person in 

this scenario. This paper analyses the frontal view of human body 

movements, visual expressions, and body gestures to identify the various 
emotions. Initially, we extract the motion information of the body gesture 

using dense optical flow models. Later the high-level motion feature frames 

are transferred to the pre-trained convolutional neural network (CNN) 

models to recognize the 17 various emotions in Geneva multimodal emotion 

portrayals (GEMEP) dataset. In the experimental results, AlexNet exhibits 

the architecture's effectiveness with an overall accuracy rate of 96.63% for 

the GEMEP dataset is better than raw frames and 94% for visual geometry 

group-19 VGG-19, and 93.35% for VGG-16 respectively. This shows that 
the dense optical flow method performs well using transfer learning for 

recognizing emotions. 
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1. INTRODUCTION 

The research perspective lies in a sound understanding of human emotions; emotion recognition 

offers various opportunities for different occurrences. Human-computer interfaces provide better friendly 

communication by increasing emotional intelligence and reducing computational complexity [1]. Nowadays, 

advanced progress in applying computing technologies [2]–[7] has significant progress in artificial 

intelligence. A person converses both in verbal form and non-verbal form of communication with others. 

Sharing of information in the form of sound, words, language and speech denote verbal communication  

[8]–[10]. Mannerism speaks louder than vocal speech. In contrast, sharing information in the form of facial 

expressions, visual postures and emotions through body language (Kinesics) is called non-verbal 

communication [11], [12].  

Gestures are the most compelling way to communicate as they understand extreme movements of 

the head and other parts of the body by which it is easy to realize the whole spectrum of emotions and 

feelings [13]–[15]. The qualities of movement have fewer examples by relating to specific emotional forms 

https://creativecommons.org/licenses/by-sa/4.0/
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such as joy, surprise, cheerfulness, anger, and fear that exhibit a contraction in the body. Here movement of 

forearms and openness may bring joy; sadness and fear make the human body turn away [16]. The  

non-verbal component has a wide range of applications in healthcare systems [17], transfer learning [18], 

human-robot interaction [19], and other security-related to automatic recognition of emotions using body 

language [20].  

Many deep learning models have recently emerged based on facial recognition and gained 

advantages over traditional emotion recognition techniques [21]. Still, this scenario lacks in recognizing the 

facial micro-expressions with high robustness. Convolutional neural network (CNN) has a wide area of 

applications in recognizing emotions from visual body postures in raw images and video sequences. It helps 

in extracting the high-level dynamic features from the optical flow sequence. The primary motivation of this 

research lies in crime prevention, the customer-based review response by recognizing the visual body 

gestures. Since the camera is far from the human in surveillance monitoring, it is challenging to identify the 

facial emotional expression alone with high robustness. This scenario works better by adding visual body 

clues (facial actions, hand posture, body gestures) [22], [23]. This paper mainly focuses on identifying the 

visual posture of human emotions in video sequences by optical flow features. These dense optical 

visualizations encode the magnitude and directional information by mapping the image to RGB color space. 

Finally, the motion feature frames are passed to transfer learning-based architectures to classify the emotions. 

The paper is structured as follows: section 2 describes the methodology of the proposed work in 

detail. Section 3 provides a detailed sketch of transfer-learning based architectures. Section 4 reports the 

experimental results and the performance metrics of transfer learning-based dense optical flow (DOF). 

Section 5 discusses the comparative study, and finally, section 6 concludes the work with future studies. 

 

 

2. PROPOSED VISUAL GESTURE RECOGNITION USING DENSE OPTICAL FLOW  

Optical flow [24] is a handcrafted feature involved in detecting the motion of moving objects in a 

video sequence. This algorithm involves the Gradient-based method for varying displacement in a motion 

introduced by Gibson [25]. At different time intervals, the motion between any two frames, say t and α t is 

given by its brightness constancy. The Lucas-Kanade flow algorithm [26] estimates the global displacement 

values in the facial expression feature points between two consecutive frames. The obtained global 

displacement vectors values help identify different actor’s facial emotions from the neutral state to the apex 

state. Consider (I1…IN) as the spatial image positions of the facial feature point I at frames 1, …, N. Hence the 

global displacement vector of VI of point I is: 

 

𝑣𝐼 = ∑ 𝑣𝐼𝑥
𝑁−1
𝑥=1 = ∑ (𝐼𝑥+1 − 𝐼𝑥)

𝑁−1
𝑥=1  (1) 

 

The module |𝑣𝐼| in pixel and angle 𝜃�⃗⃗�𝐼 are 

 

|𝐼| = √𝐼𝑚
2 + 𝐼𝑛

2, 𝜃𝐼 = 𝑡𝑎𝑛−1 (
𝐼𝑛

𝐼𝑚
) 

 

Figure 1 (in appendix) provides an overall view of the proposed emotion recognition architecture. Im 

and In are the m and n components of |𝑣𝐼|. The module and angle help in normalization for tracking the facial 

feature point. The grid size involves computing the efficiency of the dense optical flow-based emotions. In 

this work, the input is a video file, which comprises various body gesture emotions in the continuous image 

frames. Here we consider leaving one out of frame strategy for finding emotions from the dense optical flow 

method. For example, the frames have the sequence number from 1 to 10, and we consider frameset as  

{1, 3}, {2, 4}, {5, 7}, {6, 8}, {7, 9} and so on for obtaining dense flow generation of emotions. 

 

 

3. TRANSFER LEARNING-BASED PRE-TRAINED EMOTION RECOGNITION 

Transfer learning adapts in multiple ways in emotion recognition. The method of transferring 

knowledge from previously proposed approaches extracts the different classes of emotion-specific 

information under similar collected datasets [27]. This paper proposes a unique state of the art transfer 

learning model for recognizing video-based emotions with high-level motion frames using a CNN trained on 

a significant source of GEMEP corpus dataset (AlexNet, VGG-16, and VGG-19). The CNN architectures 

[28] is fine-tuned with the parameters of the pre-trained frontal view portion of the training dataset so that it 

is easy for the model to learn with the weight and bias. Transferring weights can be carried out to other 

networks for future training and testing a similar new model. Therefore, instead of training from scratch, the 

system can be pre-trained.  
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3.1.  Convolutional neural network (CNN) 

In general, CNN [29] is helpful to detect objects and to classify the images based on analyzing the 

visual imagery. It consists of a convolution layer, a max-pooling layer followed by one or more completely 

connected layers. The convolution layer performs the stack of arithmetical operations and forwards the 

output to the next layer. The pooling/subsampling layer obtains the feature maps depending on the width and 

height of the input image and performs the kernel-based operation. The fully connected layer uses certain 

activation functions such as rectified linear unit (ReLU), sigmoid, and tanh to optimize the networks because 

of the gradient. Furthermore, several regularization units, such as overlapping and dropout, aid the model in 

optimizing CNN's performance [30]. 

Convolution network layers play an essential role in developing a new architecture by achieving 

optimization and batch normalization via various activation functions [31]. This paper proposes an 

impressive convolutional neural network to extract the in-depth features [32] from the input frames. The 

trained CNN models include a set of labelled datasets and provide motion frames and the resulting flow area 

to recognize the emotions. Here, the already obtained optical flow displacement images are passed through 

the pre-trained CNN architecture to form a feature vector and precisely classify the emotions. We attempt to 

reduce the loss function in the network using the backpropagation algorithm for result optimization [33]. 

 

3.1.1. AlexNet 

Alex Krizhevsky trained a deeper neural network with 1.2 million object images followed by eight 

convolution layers primarily used for image classification applications [34]. It includes five convolution 

layers followed by subsampling layers, feed-forward layers and a SoftMax layer. Initially, the convolution 

layers undergo certain filter operations and include ReLU as its non-linear activation function for recognizing 

the emotions precisely. It uses local response normalization (LRN) and stochastic gradient descent (SGD) to 

learn the algorithm and provides the best results with an ensemble approach. The main advantage over 

AlexNet is that; it does the computation faster and intakes the principle of convolution layer, transfer learning 

and is finely tuned to recognize the face and gesture of the motion frames to predict the emotions 

accordingly. 

 

3.1.2. Visual geometry group (VGG) 

Simonyan and Zisserman [35] pioneered a new architecture named the visual geometry group 

(VGG) at the University of Oxford. Typically, the system covers VGG-16 and VGG-19. The network has 

undergone training for the ImageNet large scale visual recognition challenge (ILSVRC) 2012 image 

classification task using 1.2 million image features of 1,000 different object categories. VGG-16 [36] is the 

best image recognition system consisting of 224×224 color object images as the input to the convolutional 

layer, followed by pooling, fully connected and a SoftMax layer. The reduced filter size and computational 

complexity help to increase the efficiency of the architecture. Spatial resolution is maintained using both row 

and column padding. Compared to the earlier network, this architecture significantly enhances the 

localization problem and improves the classification of images. VGG-19 is one of the deep architectures for 

object detection and image classification challenge for image net classification. In a typical CNN model, 

various layers are connected for training various tasks. In the end, the network fits several levels of features 

with its layers. 
 

 

4. EXPERIMENTAL RESULTS AND DISCUSSION 

The experiments were implemented in Windows 10 with Intel Core i7 processor using MATLAB 

2019b with NVIDIA support. As explained in section 2, the dense optical flow features are extracted from 

the input video file in one left-of-frame manner and trained with different transfer learning models to identify 

the particular emotional states. The proposed optical flow model’s performance is tested on AlexNet,  

VGG-16, and VGG-19 deep architectures to identify the accuracy rate of 17 different emotional states of the 

GEMEP dataset. 

 

4.1.  GEMEP dataset 

The Geneva multimodal emotion portrayals (GEMEP) corpus [37] is a pair of video and audio 

records. The dataset extracted from the video consists of 10 subjects, including the non-verbal and emotional 

speech command of frontal view portions of both male and female characters. The frontal view portion of the 

pseudo-linguistic sequence dataset simulated for this work is shown in Figure 2. 

In total, the dataset consists of 3,042 image rows, portraying 17 different body gesture emotional 

expressions, including 142 admiration, 227 amusement, 209 anger, 157 anxiety, 122 contempt, 204 despair, 

107 disgust, 228 interest, 240 irritations, 200 joy, 147 panic_fear, 312 pleasure, 153 pride, 200 relief,  
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197 sadness, 95 surprises, and 102 tenderness. The sample dense optical flow frames obtained from the input 

video file for the emotions of anger, disgust, joy, sadness, and surprise are shown in Figure 3. The recorded 

video has a 720×576 for a distinct actor, and each video has 25 frames per second. In the first stage, DOF is 

applied in the GEMEP dataset, which comprises a video of 25 fps of facial and body gestures. In the second 

stage, fine-tuning on pre-trained CNN based on the videos trained within the network weights increase the 

performance in each fine-tuning stage. 

 

 

 
 

Figure 2. Sample frames of the 17 emotions from the GEMEP dataset 

 

 

 
 

Figure 3. Sample and corresponding dense optical flow frames from GEMEP dataset 
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4.2.  Performance evaluation metrics 

The proposed approach uses the dense optical flow method with pre-trained CNN uses 70% for 

testing and 30% for training the network. The statistical metrics like accuracy (A), precision (P), recall (R) 

and F-Score has opted for evaluating the execution performance. Here tp and tn are genuine positive, and 

genuine negative, fp and fn are false positive and false negative predictions. 

Accuracy (A)= [
𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑓𝑝+𝑡𝑛+𝑓𝑛
] gives the overall excellence of the emotion using DOF. Precision (P) 

= [
𝑡𝑝

𝑡𝑝+𝑓𝑝
] is the degree of perfection. Recognizing emotions in the exact way defined by Recall (R)= [

𝑡𝑝

𝑡𝑝+𝑓𝑛
]. 

Specificity (S)= [
𝑡𝑛

(𝑡𝑛+𝑓𝑝)
] gives the accuracy measure of negative emotion. F-Score= 2

𝑃×𝑅

𝑃+𝑅
 provides the 

detailed mean of both precision and recall. The AlexNet, VGG-16 and VGG-19 performance measures are 

shown in Tables 1 to 3. From the results, AlexNet performs well when compares to VGG-16 and VGG-19. 
 

 

Table 1. Performance measure for AlexNet 

architecture 
Emotions Precision Recall Specificity F-Score 

Admiration 0.925 0.969 0.996 0.947 

Amusement 0.968 0.902 0.998 0.934 

Angry 0.994 0.952 1.000 0.973 

Anxiety 0.951 0.972 0.997 0.961 

Contempt 1.000 1.000 1.000 1.000 

Despair 1.000 0.880 1.000 0.936 

Disgust 1.000 1.000 1.000 1.000 

Interest 0.990 1.000 0.999 0.995 

Irritation 0.964 0.986 0.997 0.975 

Joy 0.994 0.923 1.000 0.957 

Panic_fear 0.948 0.970 0.997 0.959 

Pleasure 0.979 1.000 0.998 0.989 

Pride 0.964 0.957 0.998 0.960 

Relief 0.962 0.972 0.997 0.967 

Sad 0.978 1.000 0.998 0.989 

Surprise 0.875 0.988 0.995 0.928 

Tenderness 0.850 1.000 0.994 0.919 

mean (μ) 0.961 0.969 0.998 0.964 
 

Table 2. Performance measure obtained  

for VGG-16 
Emotions Precision Recall Specificity F-Score 

Admiration 0.814 0.820 0.991 0.817 

Amusement 0.868 0.995 0.988 0.927 

Angry 0.983 0.931 0.999 0.956 

Anxiety 0.964 0.943 0.998 0.953 

Contempt 1.000 1.000 1.000 1.000 

Despair 0.966 0.903 0.998 0.933 

Disgust 0.835 1.000 0.993 0.910 

Interest 0.967 1.000 0.997 0.983 

Irritation 0.979 0.852 0.998 0.911 

Joy 0.993 0.818 1.000 0.897 

Panic_fear 0.801 0.947 0.988 0.868 

Pleasure 0.979 1.000 0.998 0.989 

Pride 0.991 0.783 1.000 0.874 

Relief 0.868 0.912 0.990 0.889 

Sad 0.912 1.000 0.993 0.954 

Surprise 0.988 0.988 1.000 0.988 

Tenderness 0.989 1.000 1.000 0.995 

mean (μ) 0.935 0.935 0.996 0.932 
 

 
 

Table 3. The performance measure obtained for VGG-19 
Emotions Precision Recall Specificity F-Score 

Admiration 0.992 0.984 1.000 0.988 

Amusement 0.942 0.961 0.995 0.951 

Angry 0.963 0.835 0.998 0.895 

Anxiety 0.977 0.915 0.999 0.945 

Contempt 1.000 0.836 1.000 0.911 

Despair 0.969 0.853 0.998 0.908 

Disgust 0.980 1.000 0.999 0.990 

Interest 0.958 0.995 0.996 0.976 

Irritation 0.982 1.000 0.998 0.991 

Joy 1.000 0.867 1.000 0.929 

Panic_fear 0.930 1.000 0.996 0.964 

Pleasure 0.996 1.000 1.000 0.998 

Pride 0.963 0.949 0.998 0.956 

Relief 0.918 0.923 0.994 0.920 

Sad 0.876 0.994 0.990 0.931 

Surprise 0.963 0.929 0.999 0.946 

Tenderness 0.645 1.000 0.981 0.784 

mean (μ) 0.944 0.944 0.997 0.940 

 

 

4.3.  Results obtained from AlexNet  

Our framework extracts dense features using the Farneback method that results in a color-coded 

image sequence fed to a pre-trained AlexNet architecture to extract image and motion features from optical 

flow fields. These features passed through fully connected layers for representation adaptation and reduced 

dimensional to predict emotions. The fully connected layer weights are learned during the training part and 

produce better test results. The confusion matrix of the CNN based AlexNet model with the dense flow on 

emotion dataset is shown in Figure 4, where the main diagonal denotes the correct response and most of the 

emotion classes like contempt, despair, disgust, interest, pleasure, sad and tenderness are predicted well. 
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The average recognition rate of AlexNet with the dense flow on the GEMEP dataset is 96.63% is 

better than AlexNet with raw frames of 91.8%. Some of the emotions, like amusement, are misclassified as 

admiration, and despair is misclassified as tenderness. Angry is partially confused with surprise, pride, and 

relief. Table 1 represents the performance measure, which shows that the proposed dense optical  

flow-based transfer learning for AlexNet architecture has a good precision for contempt, despair and disgust. 

Identifying the actions correctly is given by recall for contempt, disgust, interest, pleasure, sad, tenderness. 

Specificity states the measure of identifying negative emotions like anger, contempt, despair, disgust, and 

Finally F-Score values for the GEMEP corpus dataset. 

 

 

 
 

Figure 4. Confusion matrix obtained for the GEMEP dataset using AlexNet 
 

 

4.4.  Results obtained from VGG-16 

The confusion matrix of the VGG-16 model with the dense flow on the emotion dataset is shown in 

Figure 5, where the main diagonal represents the instances classified correctly. The rows in the confusion 

matrix represent the 17 different emotional class instances, and the column symbolizes the visual posture 

emotion class predicted by the VGG net. 
 

 

 
 

Figure 5. Confusion matrix obtained for the GEMEP dataset using VGG-16 
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Most emotion classes like contempt, disgust, interest, pleasure, sad and tenderness are predicted 

with greater accuracy. The average recognition rate of the VGG-16 model with the dense flow on the 

GEMEP dataset is 93.35% is better than VGG-16 with raw frames of 87.5%. Some emotions like panic_fear 

and irritation are misclassified as admiration, and amusement are misclassified as joy since it is hard to 

distinguish the emotions, hence needing further attention. Table 2 represents the performance measure of 

precision, recall, specificity and F-Score values for dense optical flow-based transfer learning on the GEMEP 

dataset for VGG-16 architecture. 

 

4.5.  Results obtained from VGG-19 

The confusion matrix of the VGG-19 model with the dense flow on emotion dataset is shown in 

Figure 6, where the main diagonal denotes the correct response and most of the emotion classes like disgust, 

irritation, pleasure, and tenderness are predicted well. An average recognition rate of VGG-19 with the dense 

flow on the GEMEP dataset is 94.48% is better than VGG-19 with raw frames of 89.7%. Some of the 

emotions like anger, contempt and despair are misclassified as tenderness. Relief is partially confused with 

anger, anxiety, and despair. Table 3 represents the performance measure of precision, recall, specificity, and 

F-score value for dense optical flow-based transfer learning on the GEMEP dataset for VGG-19 architecture. 

From the results, AlexNet performs well in identifying the 17 emotions when compared to VGG nets. 

 

 

 
 

Figure 6. Confusion matrix obtained for the GEMEP dataset using VGG-19 

 

 

5. COMPARATIVE STUDY 

As shown in Table 4, our method based on DOF with the pre-trained CNN model outperformed the 

recognition of raw frames and other accuracy methods. For comparison, we used techniques that classified 

the entire human body. Based on the study in the GEMEP dataset, multi blocks maximum intensity code 

(MBMIC), Santhoshkumar and Geetha [38] used frame differences to extract temporal features. 

Santhoshkumar and Geetha [39] uses different Bin HoG features (DBLHoG) and spatio-temporal interest 

points (STIP) from the frontal human body movements. Additionally, Santhoshkumar [11] proposes a deep 

learning architecture for classifying a video sequence using images. It is observed that our technique 

improves recognition accuracy by 96.63% and achieves excellent results on the GEMEP dataset. 

 

 

Table 4. State-of-the-art results on the GEMEP dataset 
Methods Accuracy (%) 

MBMIC [38] 94.6% 

DBL HoG with KNN [39] 94.8% 

FDCNN [11] 95.4% 

Ours+Raw image 91.8% 

Ours+Dense optical flow 96.6% 

Note that we only chose methods that consider the whole human body 
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6. CONCLUSION 

This paper presented a novel approach for recognizing emotions based on visual posture and body 

gesture movements using dense optical flow (DOF). Building a recent transfer learning-based convolutional 

neural network (CNN) helps train the network and explicitly predicts the optical flow generation of input 

motion features. Experiments were carried out on the GEMEP dataset to identify the various emotional 

states. The results show that AlexNet gives an overall recognition accuracy of 96.63% compared to other 

traditional approaches for the GEMEP dataset and 94.48% for VGG-19 and 93.35% for VGG-16. The 

average accuracy rate of various quantitative evaluations is figured with metrics like precision, recall, 

specificity, and F-Score. The findings concluded that the system could not highly recognize admiration, 

amusement, joy, and tenderness with greater precision. The proposed work requires less processing time 

comparing to the existing models. Hence, this model is perfect for recognizing visual emotions, body clues 

and helps in increasing the system's efficiency and accuracy with a better recognition rate. Our further 

research extends recognizing emotional states by combining the facial with body gestures using real-time 

datasets to increase the system’s robustness. 

 

 

APPENDIX 

 

 
 

Figure 1. The proposed architecture for emotion recognition 
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