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 Sentiment analysis based on images is an evolving area of study. Developing 

a reliable facial expression recognition (FER) device remains a difficult 

challenge as recognizing emotional feelings reflected in an image is 

dependent on a diverse set of factors. This paper presented an ensemble-

based model for FER that incorporates multiple classification models: i) 

customized convolutional neural network (CNN), ii) ResNet50, and iii) 

InceptionV3. The model averaging ensemble classifier method is used to 

ensemble the predictions from the three models. Subsequently, the proposed 

FER model is trained and tested on a dataset with an uncontrolled 

environment (FER-2013 dataset). The experiment demonstrated that 

ensembling multiple classifiers outperformed all single classifiers in 

classifying positive and neutral expressions (91.7%, 81.7% and 76.5% 

accuracy rate for happy, surprise, and neutral, respectively). However, when 

classifying disgust, anger, and sadness, the ResNet50 model alone is the 

better choice. Although the Custom CNN performs the best in classifying 

fear expression (55.7% accuracy), the proposed FER model can still classify 

fear expression with comparable performance (52.8% accuracy). This paper 

demonstrated the potential of using the ensemble-based method to enhance 

the performance of FER. As a result, the proposed FER model has shown a 

72.3% accuracy rate. 
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1. INTRODUCTION 

Sentiment analysis (SA) is a technique for determining consumer opinions about a specific topic, 

product, or issue in a more productive manner. It can be conducted with various modalities by taking text, 

image, audio, and video inputs [1]. SA based on textual data from various social media sources provides a 

simple way for businesses to gather customer feedback and further develop their products based on current 

market demands or trends. Machine learning has been used as a data processing technique to solve a wide 

range of problems in a variety of fields, including face recognition [2]–[4] and facial expression recognition. 

The facial expression is the most noticeable expression to distinguish a human emotion. According to  

Patel et al. [5], facial expressions can be classified into seven universal classes; i) happiness, ii) surprise, iii) 

contempt, iv) sadness, v) anger, vi) disgust, and vii) fear. In this paper, facial expression is used to recognize 

a person’s emotional sentiment. 

https://creativecommons.org/licenses/by-sa/4.0/
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While many effective recognition systems have been implemented in the past, the recognition rate is 

not generally satisfied due to inherent disadvantages such as light, pose changes, noise, and occlusion [6]. 

Numerous facial expression recognition (FER) research reports have been published recently, but not much 

research is conducted on the fusion method of the FER model. Most of them used only one feature 

representation or fusion of feature representation to infer an expression [7], [8]. However, the performance of 

the ensemble-based FER model still has many rooms that can be investigated. Hence, the paper’s first 

objective is to develop a FER model using an ensemble of existing FER models. Furthermore, most of the 

reviewed FER models were trained and tested with images under a controlled environment (image without 

occlusion, noise, and captured at a perfect angle), which contrasts with the real-world application [9], [10]. 

Given the unreliability of existing FER models in real-world applications, the second objective of this paper 

is to evaluate the proposed FER model’s results using the FER-2013 dataset, a facial expression database that 

is highly heterogeneous and diverse and displaying emotion in its natural state [11]. 

This research adopted the same approach by Liu et al. [12], where they ensembled their own 

structured convolutional neural network (CNN) for FER. However, instead of structuring each of the 

ensemble members from scratch, the present study makes use of the pre-existing CNN architectures known 

for their promising results in the previous studies; residual network (ResNet) [13] and inception [14]. 

Furthermore, CNN also shows excellent success in extracting facial features [15], [16]. Currently, local 

binary pattern (LBP) is the state-of-art in the feature representation for FER [17]. However, it is well-known 

that this method is sensitive to abrupt changes in illumination. This paper compares three feature 

representations, namely: i) LBP-based feature representation, ii) CNN-based feature representation, and iii) 

LBP+CNN-based feature representation, in an attempt to find the best feature representation for the proposed 

ensemble-based model. Finally, this paper has the following contributions: 

a. Performed preliminary experiments to find out the best feature representation for the proposed ensemble-

based FER model 

b. Proposed an ensemble-based FER model to address FER in SA and empirically evaluated its performance 

c. Emphasized the unreliability of the existing FER models toward real-world applications in considering 

images taken under uncontrolled environments 

This paper consists of seven sections. First section is the introduction section, which covers 

background study, motivation and incitement, and contribution. Section 2 discusses the related work that has 

been accomplished in the area. The proposed FER model and the algorithms used to develop the model will 

be explained in Section 3. Then, section 4 describes the FER model’s implementation in the experiment 

environment. Section 5 elaborates the results and discussion of the experiments, while section 6 concludes 

the paper. Finally, section 7 discuss the limitation and future works.  

 

 

2. RELATED WORKS 

According to [18], there are two primary combination approaches: i) prior-combination and ii) post-

combination. Prior-combination is a technique for combining a set of extracted features [18]. Both 

approaches will result in a new set of features that is distinct from the initial sets. Several studies focused on 

fusing different features representation, such as the fusion of the whole face region and key expression 

regions. For instance, Jun et al. [19] developed a FER model based on the fusion of LBP features of local key 

expressions with global features. LBP features are used to extract local features in the face region, including 

eyes, eyebrows, between-eyebrow, nose, and mouth. Then, these features are fused into the features of the 

whole face (global features) and formed a new feature [19]. This method was able to preserve the overall 

features of the facial images. Shengtao et al. [7] proposed another fusion of the global and local feature with 

CNN for the FER problem. Using the FER-2013 dataset, the recognition rate for AlexNet, VGGNet, and 

ResNet is 66.6%, 69.41%, and 70.74%, respectively [7]. In [20], a method was proposed to improve the FER 

system’s recognition rate by combining the entire face image with multiple sub-regions. The recognition rate 

reported using the proposed method are 99.07%, 95.95%, 67.7%, and 59.97% on Cohn-Kanade (CK+), 

Japanese female facial expression (JAFFE), FER-2013, and static facial expressions in the wild (SFEW) 

datasets, respectively.  

The post-combination process either improves classification performance with the assistance of a 

second classifier or collects multiple results in order to vote on the most frequently occurring result to be 

selected as the final outcome. Several papers, such as [12], [21], and [22], employ an ensemble of classifiers 

to determine the sentiment of an image. Liu et al. [12] improved the FER rate by developing a method based 

on the CNN ensemble. The face image is initially fed into each of the three CNN subnets and trained 

separately. Concatenation of the extracted features occurs when a fully connected layer is inserted at the end 

of the subnets. Based on the evaluation using the FER-2013 dataset, the proposed FER model in [12] 

obtained an overall accuracy of 65.03%. Huang et al. [22] developed a framework for multimodal expression 

recognition that integrates facial expression and electroencephalography (EEG) data by utilizing a two 
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decision-level fusion method based on the enumerate weight rule and adaptive boosting techniques.  

Liu et al. [23] proposed a merged convolutional neural network (MCNN) approach for enhancing the 

robustness and accuracy of real-time FER. The MCNN architecture is composed of the partial ResNet and 

improved LeNet architectures, and it concatenates the feature maps of facial expressions extracted using 

these architectures. The work by Jia et al. [24] employed ensemble learning to integrate the output of three 

CNNs: i) AlexNet, ii) VGGNet, and iii) ResNet, using an SVM classifier. On the FER-2013 dataset, the 

ensemble-based FER model achieved a 71.27% accuracy. Based on the recent studies on FER, an ensembled 

model can outperform any single contributing model in terms of prediction and performance. This paper 

proposed an ensembled based FER model based on three CNN models.  

 

 

3. PROPOSED METHOD 

This article proposed an ensemble-based approach for classifying facial expression into seven 

categories: two positive representations (happy and surprise), four negative representations (angry, disgust, 

fear, and sadness), and neutral facial expression. Ensemble learning's central concept is to train multiple base 

learners as ensemble members and then combine their predictions into a single output that can potentially 

outperform any other ensemble member with uncorrelated error on target data sets [25]. In a real-time 

application, sentiment analysis required faster and accurate recognition. Models that are pre-trained on 

ImageNet like Resnet50 and InceptionV3 are good at detecting high-level features like patterns, edges, and 

many more, which helps in faster convergence. This paper used the pre-trained models with transfer learning 

(TL) by fine-tuning the last predicting layers of the model to make them more relevant for FER. The main 

advantage of using TL is that it reduces training time and generalization error. 

Figure 1 depicts the block diagram of the proposed FER model. The process begins with pre-

processing and continues with classification using three different CNN architectures. Pre-processing is a 

process used to maximize the functionality of the FER model. CNN is a deep learning algorithm that takes 

input images, assign importance (learnable weights and biases) to various aspects or objects in the image, and 

differentiate one from the other [26]. CNN is generally made up of three types of layers: convolution, 

pooling, and fully connected layers [27]. Convolution and pooling layers perform feature extractions, 

whereas the fully connected layer maps the extracted features into the final output (classification) [27]. For 

this paper, the proposed FER model utilized three different CNN architectures; i) custom CNN ii) ResNet50, 

and iii) InceptionV3. After the pre-processing phase, the input is then fed into the custom CNN, ResNet50, 

and the InceptionV3 model in parallel. The architecture of these models will be further elaborated in 

subsections 3.1, 3.2, and 3.3, respectively. Finally, the final expression classification is determined by 

averaging the weight values output by the three individual classification models through the model averaging 

method. 

 

 

 
 

Figure 1. Block diagram of the proposed FER model 

 

 

3.1.  Custom CNN 

The custom CNN model is a classical inspired by the work in [28], which gives promising results as 

a member of different ensemble models. This model is made up of four convolutional blocks, one fully 

connected layer, and one Softmax classification layer. It receives an image with a resolution of 64-by-64 as 

input. The first block comprises two convolution layers, one BatchNorm layer, one maximum pooling layer, 

and one dropout layer. Then, the remaining three blocks are composed of the same layers as the first, plus 

two BatchNorm layers. The kernel size chosen for the convolution layers is three-by-three dimensions, which 

is considered the smallest kernel size to capture the surrounding information. Following that, there are four 

layers in the fully connected layer, with the last layer serving as the output layer and employing Softmax as 
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the loss function. The final layer is made up of seven nodes that correspond to seven expressions. The 

probability of each expression is computed, and then the node with the largest probability value is chosen as 

the output class.  

 

3.2.  ResNet50 (residual network) 

ResNet50 is a variant of the ResNet model, which has 50 layers, which consist of 48 convolutional 

layers, one max pool layer, and one average pooling layer [29]. It takes an image size of 197-by-197 as input 

and is fed into the network. The final layer of the last convolutional blocks has an output size of  

three-by-three-by-2048. The original classifier of ResNet50 is removed, and a new classifier that fits the 

problem addressed in this paper is added. At the end of the ResNet-50 model, a fully connected layer is 

applied, followed by an output layer. The fully connected layer contains 1024 nodes, while the final layer 

contains seven nodes representing the seven expression classes [29].  

 

3.3.  InceptionV3 

InceptionV3 model was first introduced by Szegedy et al. [14]. InceptionV3 consists of six 

convolution layers, two pooling layers, three traditional inception modules, five factorized inception 

modules, and two reduced inception modules [14]. The patch size for the convolution layers is three by three 

dimensions. In this paper, the InceptionV3 received an input size of 139-by-139. Similar to ResNet50, the 

original fully connected layer and Softmax layer are removed. A global average pooling layer is added after 

the final convolution layer, followed by a dense layer with 1024 nodes and a seven-node output layer. Each 

corresponds to one of the seven facial expressions. The final layer of the last convolutional blocks in 

InceptionV3 networks gives output with three-by-three-by-2048 in dimension and yields approximately  

18.8 million weights. By utilizing global average pooling, the weights of the model’s trainable parameters 

can be reduced from 18.8 million to approximately 2.09 million.  

 

3.4.  Model averaging ensemble 

The proposed FER model used the model averaging ensemble approach to combine the 

classification results from the three models (custom CNN, ResNet50, and InceptionV3) to perform the final 

classification. Figure 2 presented the pseudocode of the Model Averaging Ensemble algorithm. Each model 

will generate a probability vector assigned to each of the class labels. The three models’ predictions are 

combined by summing the probabilities for each class prediction and returning the prediction index with the 

highest probability value via the NumPy argmax function. The label in the index generated by the NumPy 

argmax function will be the new classification result of the model averaging ensemble. 

 

 
Algorithm 1: Model Averaging Ensemble 

 Input: 
kP , Probability vector assigned by a classifier K  to each class label 

           C , class labels present in the dataset 

           L , number of classifiers ( L = 3) 

 Output: Prediction result R  

1. Begin 
2.     for each j  in C  

3. 
         


L

i j

K

jR xP
L

xPP
1

)(
1

)(  

4.    end for 

5. 
   Normalize  

)max( K

K
R

P

P
P   

6.    Compute )max(arg RPR   

7.    Return prediction R  

8. End 

 

Figure 2. Pseudocode of the classification using model averaging ensemble 

 

 

4. EXPERIMENTAL SETUP  

4.1.  Experiment environment 

The experiment is conducted using Keras and TensorFlow framework. The experiment environment 

is as follows: CPU clock speed is 2.60 GHz; 12 G of RAM, the graphics processing unit is NVIDIA GeForce 

GTX 950M, which has 4G of video memory. The operating system is Window 8.1 64-bit system. 
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4.2.  Database selection 

The database used in training and testing the proposed FER model is the FER-2013 dataset. It is an 

open-source dataset downloaded from Kaggle and was created by Piere-Luc Carrier and Aaron Courville. 

The FER-2013 dataset consists of 35887, 48 by 48 sized grayscale face images with seven expressions: angry 

(4953), disgust (543), fear (5121), happy (8989), sad (6077), surprise (4022), and neutral (6198) [30]. Table 1 

summarized the dataset’s partition for training, validation, and testing. The training dataset contains 28709 

images, which accounts for approximately 80% of the total FER-2013 dataset. Another 20% of the dataset is 

divided equally between validations and testing. There are 3589 images in each of the validation and testing 

datasets. Table 2 presented the distribution of expression labels in the training, validation, and testing 

datasets. 

 

 

Table 1. Dataset partition 
Dataset Total Percentage (%) 

Training 28709 80% 

Validation 3589 10% 
Testing 3589 10% 

 

 

Table 2. Distribution of the expression labels in training, validation, and testing datasets 
Label Emotion Total images per expression  Total images per expression  Total images per expression  

in Training dataset in Validation dataset in Testing dataset 

0 Angry 3995 467 491 

1 Disgust 436 496 528 

2 Fear 4097 653 594 

3 Happy 7215 607 626 

4 Sad 4830 56 55 

5 Surprise 3171 895 879 

6 Neutral 4965 415 416 

 

 

4.3.  Data pre-processing 

All the training, validation, and testing dataset are pre-processed to encode a batch of images. It 

yields a NumPy array containing the batch’s shape and size, image height, image width, and several 

channels. All three models have undergone different rescaling processes because the required input image 

size of each model differs. The size of input for custom CNN, ResNet50, and InceptionV3 are 64-by-64,  

197-by-197, and 139-by-139, respectively. Since the ResNet50 and InceptionV3 models receive three input 

channels, the grayscale image with only one channel is expanded into three channels by copying the 

grayscale information to the other two channels to meet the image ResNet50 and InceptionV3 model’s 

format requirements. Next, zero-mean normalization is performed to standardize the inputs to the next 

subsequent layer for each mini-batch to stabilize the learning process. Figure 3 summarizes the data  

pre-processing on the input data of the three neural network models.  

 

 

 
 

Figure 3. Data pre-processing process 

 

 

4.4.  Parameters initialization 

Each model will undergo parameter updating during the training phase to find the best fit for the 

model. The initialized parameters included: type of optimizer, learning rate, batch size, number of epochs, 

momentum, and weight decay values (Beta1 and Beta2). The batch size determines how many samples are 

fed into the model. The epochs specify how many times the algorithm should be trained on the entire dataset.  
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The parameter for the custom CNN model was initialized as follows: the Adam optimizer with a 

learning rate of 0.001 was used. The batch size had been set to 64. The epochs can only be less than or equal 

to 100. Beta1 and Beta2 were set to 0.9 and 0.999, respectively. Finally, to avoid division by zero in the 

implementation, the epsilon was set to 1e-7. 

The initialization of the parameters in the ResNet50 and InceptionV3 models is similar. The 

parameters for these two pre-trained models were set up as follows: The stochastic gradient descent (SGD) 

optimizer was used, with a learning rate of 0.0001. Same as the custom CNN model, the batch sizes were set 

to 128, and the epochs were set to be less than or equal to 100. Furthermore, the momentum was set to 0.9, 

while the weight decay was set to zero. Finally, the Nesterov momentum was set to true.  

Additionally, a strategy of early stopping was used to avoid overfitting. When the loss on the 

validation set no longer drops after the specified number of epochs (patience mode), the training is 

terminated early. All three models are subjected to the strategy. The number of epochs varies between  

20-100. 

 

4.5.  Training phase 

Figure 4 illustrates the process involved during the training phase. In this phase, the three single 

classifiers: i) custom CNN, ii) ResNet50, and iii) InceptionV3 are separately trained on the training dataset 

while fine-tuning the optimal parameters using the validation dataset. First, the processed training data is fed 

into the single classifier and trained layer by layer to learn the images’ features. Next, the features extracted 

from the model are fed into the fully connected layer, which is then used to classify the seven expressions. 

During the training phase, the validation dataset is used to select the optimal parameter set and saves the 

optimal model. Selecting the optimal parameters is repeated until there is no reduction in the validation loss 

or the process automatically stops when the number of epochs exceeds 100.  

 

 

 
 

Figure 4. Flowchart of the training phase process 

 

 

4.6.  Testing phase 

The purpose of the testing phase is to evaluate the performance of the classification models based on 

the testing dataset. Figure 5(a) illustrates the testing phase for a single classifier. Whereas Figure 5(b) 

illustrates the testing phase for the ensemble-based approach, which implemented the model averaging 

method for the final prediction of the facial expression. Model averaging is a technique for ensemble learning 

in which each member of the ensemble contributes equally to the final prediction, and the prediction of each 

member are completely uncorrelated. Specifically, each trained model predicts seven class labels; disgust, 

anger, fear, sad, surprise, happy, and neutral. The final prediction can then be converted to a class label by 

invoking NumPy’s argmax function on the predicted probabilities and returning the prediction index with the 

highest probability value as the final class label. Recognition accuracy with one single-expression feature is 

relatively low in many cases [15], [16], [31]. The face regions, such as the mouth, nose, and eyes, are 

sensitive organs that show the different significance that determine one facial expression. This study provides 

a classification based on the strengths of ensemble methods and the significance of sensitive component 

characteristics in facial expression recognition. To minimize error rates, the models must produce output 

predictions that are relatively uncorrelated [32]. 

 

4.7.  Performance metric 

The accuracy metric is used as the performance metric to measure the model’s overall performance 

on the testing set, supposed that confusion matrix (CM) is a confusion matrix of n-by-n dimension, where n is 
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the total number of different facial expressions. Furthermore, the row of CM represents the actual expression, 

while the column of CM represents the predicted expression. Given that seven facial expressions are used as 

the class outputs in this study, the value of n is 7. Finally, let Ci,j indicates the CM cell’s value at index row i 

and column j, where i, j = 1, 2, … n. The accuracy metric is defined as in (1). 

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
∑ 𝐶𝑖,𝑗

𝑛
𝑖,𝑗=1

∑ ∑ 𝐶𝑖,𝑗
𝑛
𝑗=1

𝑛
𝑖=1

 (1) 

 

 

 
 

(a) (b) 

 

Figure 5. Flowchart of the testing phase for (a) single classifier and (b) model averaging ensemble classifier 

model 

 

 

5. RESULTS AND DISCUSSION 

5.1.  Investigation of the effect of facial expression feature on the FER performance 

A preliminary experiment is carried out using the Japanese female facial expression (JAFFE) dataset 

as a baseline. This experiment investigates the effect of facial expression features on FER performance and 

selects the best features to be used in the proposed FER model. The JAFFE dataset is relatively small in 

comparison to FER-2013. As a result, the time required to train the model on the JAFFE dataset is short, thus 

significantly reducing the processing time required to investigate the effect of facial expression features on 

FER performance compared to using the FER-2013 dataset. Based on the previous studies, several papers 

show pretty convincing results using the LBP feature [9], [22] and the CNN feature [7], [12]. Therefore, three 

experiments are undertaken in the preliminary stage: classification using LBP features, CNN features, and a 

fusion of LBP and CNN features (denoted as LBP+CNN). The robust local binary pattern (RLBP) [33] 

algorithm is used to extract the LBP-based features in the input images. 

On the other hand, the CNN-based features are extracted using the convolutional base of the custom 

CNN model. For the fusion-based feature representation (LBP+CNN), the extracted LBP features and CNN 

features are concatenated as one features vector. Lastly, the classifier part of the custom CNN model is used 

in the classification phase using these feature representations. The whole process of the preliminary 

experiments conducted is summarized in Figure 6. The feature representation with the highest performance 

will then be used in all subsequent experiments. The training set comprises 80% of the JAFFE dataset, while 

the testing set comprises 20% of the JAFFE dataset. The data are shuffled before splitting, resulting in 170 

images as the training set and 43 images as the testing set. Table 3 summarized the classification results using 

LBP, CNN, and LBP+CNN features as the feature representation on the JAFFE dataset. As shown in Table 3, 

the overall accuracy performance obtained using the LBP features, CNN features, and LBP+CNN features 

are 72.1%, 81.4%, and 79.1%, respectively. It was discovered that classification using CNN features has a 

higher recognition rate than classification using LBP features or LBP+CNN features. Thus, the CNN features 

will be used for all the subsequent experiments.  

 

5.2.  Experiment with a single classifier on the FER-2013 dataset 

Custom CNN, Resnet50, and Inception V3 are trained and tested on the FER-2013 dataset. Table 4 

summarized the classification results for custom CNN, ResNet50, and InceptionV3 models. On the other 

hand, Table 5 presented the performance of the single classifiers with average accuracy sorted from best to 

worst. The average accuracy is defined as in (2). 

 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝐶𝑢𝑠𝑡𝑜𝑚 𝐶𝑁𝑁 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦+𝑅𝑒𝑠𝑁𝑒𝑡50 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦+𝐼𝑛𝑐𝑒𝑝𝑡𝑖𝑜𝑛𝑉3 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦

3
  (2) 

 

For the custom CNN model, 278 out of 491 images are correctly classified as having an angry 

expression. Following that, 33 of 55 disgust expression images are correctly classified, while 294 of the 528 
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images for the fear expression are correctly classified. Next, for the happy expression, 740 of 879 are 

correctly classified, while for the sad expression, 286 out of 594 were correctly classified. Subsequently, 

surprise expression has 328 images correctly classified out of the 416 images. And lastly, for the neutral 

expression, 405 images out of 626 images are correctly predicted as neutral. In general, the custom CNN 

model performed poorly when classifying sad expressions but excelled when classifying happy expressions.  

Based on Table 5, the ResNet50 model gives more than 60% accuracy values for all the expressions, 

except for fear and sad expression, 48.7%, and 59.9%, respectively. This model correctly classified 314 images 

from 491 anger expression images and 36 images from 55 disgust expression images as shown in Table 4. 

Following that, the ResNet50 model has correctly classified 799 out of 879 happy expression images, 

contributing to 90.9% accuracy. Furthermore, the model also gives 79.6% accuracy in classifying the surprise 

expression by correctly classifying a total of 331 out of 416 surprise expression images. Lastly, for the 

neutral expression, 464 images out of 626 images are correctly classified as neutral expression. ResNet50, 

like custom CNN, performs best when classifying happy expressions. While not identical to the custom CNN 

model, the ResNet50 model performed the worst when classifying negative expressions (fear expression). 

The InceptionV3 model correctly classified 271 images from 491 anger expression images. This model 

performs significantly worse than expected when classifying disgust and fear expressions, with 36.4% and 

38.1% accuracy, respectively. On the other hand, the InceptionV3 model achieves a high accuracy of 88.6% 

when classifying 779 out of 879 happy expression images. Subsequently, InceptionV3 correctly classified 

296 out of 594 sad expression images and 311 images out of 416 surprise expression images. Lastly, for the 

neutral expression, 414 images out of 626 images are correctly classified as neutral expression images. 

Compared to the custom CNN and ResNet50 models, the InceptionV3 model also performs worse at 

classifying negative expressions (disgust, fear, and sad) and better at classifying positive expressions (happy, 

surprise).  

From Table 5, it can be seen that all models perform optimally when classifying positive 

expressions (happy and surprised), with happy expressions performing the best overall. In contrast, all the 

models perform poorly when classifying negative expressions (anger, disgust, sadness, and fear), with fear 

expression being the worst results overall. This implies that the inter and intra-expression differences 

between negative expressions in the FER-2013 database may not be significant. 

 

 

 
 

Figure 1. Summary of the preliminary experiments using three feature representations: BP features, CNN 

features, and LBP+CNN features 

 

 

Table 3. Summary of accuracy performance using LBP, CNN, and LBP+CNN features as feature 

representations evaluated on JAFFE dataset 
Expression Accuracy for  Accuracy for Accuracy for 

LBP features (%) CNN features (%) LBP+CNN features (%) 

Angry 100 75 100 

Disgust 75 62.5 75 

Fear 28.5 85.7 57.1 

Happy 71.4 100 85.7 

Sad 75 75 100 

Surprise 83.3 83.3 50 

Neutral 85.7 85.7 100 

Overall Performance 72.1 81.4 79.1 
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Table 4. Summary of classification results of Custom CNN, ResNet50, and InceptionV3 models on FER-

2013 dataset 
Expression Total 

Images 

Correctly 

classified 
(Custom CNN) 

Misclassified 

(Custom CNN) 

Correctly 

Classified 
(ResNet50) 

Misclassified  

(ResNet50) 

Correctly 

Classified 
(IncesptionV3) 

Misclassified  

(InceptionV3) 

Angry 491 278 213 314 177 271 220 

Disgust 55 33 22 36 19 20 35 

Fear 528 294 234 257 271 201 327 
Happy 879 740 139 799 80 779 100 

Sad 594 286 308 356 238 296 298 

Surprise 416 328 88 331 85 311 105 
Neutral 626 405 221 464 162 414 212 

Total 3589 2364 1225 2557 1032 2292 1297 

 

 

Table 5. A comparison of the single classifiers’ accuracy with average accuracy sorted from best to worst 
Expression Accuracy for 

Custom CNN (%) 

Accuracy for 

ResNet50 (%) 

Accuracy for 

InceptionV3 (%) 

The average 

accuracy (%) 

Happy 84.2 90.9 88.6 87.9 

Surprise 78.8 79.6 74.8 77.73 
Neutral 64.7 74.1 66.1 68.3 

Angry 56.6 64 55.2 58.6 

Disgust 60 65.5 36.4 53.97 
Sad 48.1 59.9 49.8 52.6 

Fear 55.7 48.7 38.1 47.5 

Overall performance (%) 65.9 71.2 63.9 67.00 

 

 

5.3.  Experiment using the ensemble approach on the FER-2013 dataset 

The confusion matrix for the proposed ensemble-based FER model is presented in Table 6. Based 

on Table 6, two significant findings are observed. First, the disgust and angry expressions interfered with 

each other easily, considering the 11 out of 55 disgust images misclassified as angry. This observation might 

be due to the early phase of dynamic facial expression between anger and disgust. As shown in Figure 7, the 

angry expression in Figure 7(a) and the disgust expression in Figure 7(b) is quite resembled due to the similar 

lip funneler and the aligned movement of the nose wrinkle. This is supported by [34], where it is reported 

that there are certain discrepancies in emotion, such as anger as a result of irritability. Secondly, the surprise 

and fear expressions are almost identical. There are 46 out of 528 fear images misclassified as a surprise, and 

35 out of 416 surprise images misclassified as fear. By examining both surprise in Figure 7(c) and fear in 

Figure 7(d), it is possible to see how the jaw drops and the upper lip raises generate an almost identical 

image. In general, it was found that the proposed FER model performs well when it comes to classifying 

positive expressions (happy and surprise). In contrast, the proposed FER model performs poorly when it 

comes to classifying negative expressions (anger, disgust, fear, and sad), with the lowest accuracy for fear 

expressions. The accuracy of each class is compared in Table 7 between the custom CNN, ResNet50, 

InceprionV3, and the proposed model.  

Based on Table 7, it can be seen that the proposed FER model outperforms all other models when it 

comes to classifying positive expressions (91.7% for happy and 81.7% for surprise) and neutral expression 

(76.5%). In contrast, the proposed FER model is not the best performing model in classifying negative 

expressions. Except for the fear expression, ResNet50 is the best model for classifying all negative 

expressions (anger, disgust, and sadness). One possible reason for this drawback could be the poor 

performance of the InceptionV3 model in detecting disgust expression. The misclassifications made by the 

InceptionV3 model as a member of the ensembled method have greatly affected the final prediction lower the 

classification performance. Thus, it can be concluded that the proposed FER model is the most effective at 

detecting positive emotions. However, when it comes to classifying disgust, anger, and sadness, the 

ResNet50 model is the best choice. Although the custom CNN has the best performance in classifying fear 

expression (55.7%), the proposed FER model can still classify fear expression with comparable performance 

(52.8%). These results suggest that combining multiple classification models can improve recognition rates 

by contradicting one another’s misclassifications. InceptionV3 has the worst performance compared to the 

other individual models, with ResNet50 being the best performing individual model (71.2%). By ensembling 

the three models, the proposed FER models improve accuracy by 1.1% compared to the best performing 

individual model (RestNet50), resulting in an overall accuracy of 72.3%. 

Table 8 compared the proposed FER model to some of the previous works on the FER-2013 dataset. 

Most of the ensemble-based approaches [7], [26], including the proposed FER model, give higher accuracy 

compared to the non-ensemble-based methods. In contrast to the approach used in this paper, the work by Liu 
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et al. [12], Wang et al. [20], and Jia et al. [24] employed the fusion of features extracted by different models, 

concatenated together using one classifier such as fully connected layers. Although the non-ensemble-based 

approach by Jha et al. [35] had better accuracy than ensemble-based methods by Wang et al. [20] and  

Liu et al. [12], the use of multiclass SVM loss function in their design results in a complex training system. 

Despite the fact that the approach by Gu et al. [7] has the advantage with the use of local face region in their 

design, the proposed FER model gives a comparatively higher accuracy on the FER-2013 dataset. In 

addition, the findings in Table 8 proved that the use of deeper networks like ResNet, AlexNet, and 

InceptionV3 could improve the FER performance.  

 

 

Table 6. The confusion matrix of the proposed FER model tested on the FER-2013 dataset 
Expression Angry Disgust Fear Happy Sad Surprise Neutral Total Accuracy (%) 

Angry 313 3 45 18 64 7 41 419 63.7 

Disgust 11 33 7 0 2 1 1 55 60 

Fear 58 3 279 10 80 46 52 528 52.8 
Happy 11 0 8 806 13 15 26 879 91.7 

Sad 45 1 64 21 344 4 115 594 57.9 

Surprise 8 0 35 16 8 340 9 416 81.7 
Neutral 15 0 24 25 77 6 479 626 76.5 

 

 

    
(a) (b) (c) (d) 

 

Figure 7. Sample of FER-2013 dataset for (a) angry, (b) disgust, (c) surprise, and (d) fear  
 

 

Table 7. A comparison of classification results with proposed FER model accuracy sorted from best to worst 
Expression Accuracy for 

custom CNN (%) 

Accuracy for 

ResNet50 (%) 

Accuracy for 

InceptionV3 (%) 

Accuracy for the proposed 

FER model (%) 

Happy 84.2 90.9 88.6 91.7 
Surprise 78.8 79.6 74.8 81.7 

Neutral 64.7 74.1 66.1 76.5 

Anger 56.6 64 55.2 63.7 
Disgust 60 65.5 36.4 60 

Sad 48.1 59.9 49.8 57.9 

Fear 55.7 48.7 38.1 52.8 
Overall performance 65.9 71.2 63.9 72.3 

 

 

Table 8. Comparison between the proposed FER model and previous studies using the FER-2013 dataset 
Authors Method’s Significance in Feature selection and 

classification 
Ensemble-

based 
Use pre-trained 

model 
Accuracy on 

FER-2013 dataset 

Our proposed 

method 

Classification results from custom CNN, ResNet50, 

and InceptionV3 are ensembled using the Model 
Averaging method 

Yes Yes 72.3% 

Jia et al. [24] Feature extracted using AlexNet, VGGNet, and ResNet 

are fed into SVM for classification 

Yes Yes 71.27% 

Shengtao et al. [7] Ensembled two ResNet models re-trained using 

original and cropped data respectively. 

Yes Yes 70.74% 

Jha et al. [35] CNN with a multiclass SVM loss function No No 69.9% 
Wang et al. [20] The cropped sub-regions and the whole face images fed 

into four designed CNN models 

Yes No 67.7% 

Liu et al. [12] Features extracted using three different subnets (CNN) 
are concatenated using fully connected layers 

Yes No 65.03% 

Jadhav et al. [36] CNN No No 63% 
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6. CONCLUSION 

Provide a statement that what is expected, as stated in the introduction section can This paper 

proposed CNN’s ensemble-based FER model for classifying facial images into seven sentiments: happy, 

surprise, sad, disgust, anger, fear, and neutral. This paper also successfully achieved the two objectives: i) to 

develop a FER model using an ensemble of existing FER models and ii) to evaluate the proposed FER model 

based on the FER-2013 dataset. First, a structured CNN was designed, and two pre-trained models (ResNet50 

and InceptionV3) were re-architected to act as the base model. The well-trained neural network models were 

then ensembled using the model averaging method to decide the final classification of the facial expression. 

The proposed FER model’s performance was evaluated using the FER-2013 dataset, a dataset captured under 

an uncontrolled environment. By ensembling the models together, it has achieved 72.3% accuracy for facial 

expression recognition. The key advantage of the proposed FER model is that it emphasizes the usage of 

multiple CNN architectures rather than just one. It is possible to get better performance by ensemble all the 

results together because the members of the ensembled models contradict each other’s misclassification. In 

addition, it was found that a certain classification model could give better performance in detecting a 

particular facial expression. Specifically, the ResNet50 model performs the best in identifying negative 

emotions like disgust, anger, and sadness. On the other hand, the proposed FER model is the best model for 

classifying positive emotions like happy, surprise, and neutral.  

 

 

7. LIMITATION AND FUTURE WORKS 

The proposed ensemble-based FER model shows low performance in detecting negative emotions 

compared to a single classifier. In the future, the proposed ensemble-based FER model could be improved 

further by incorporating a single classifier that excels at classifying negative emotions specifically for 

ensemble-based negative emotion FER. The second limitation concerns the angle of face detection. The 

expression recognition algorithm is trained using the frontal images, so bringing the proposed FER model 

into the real-world application might give a lower performance than the results presented in this paper. In 

order to train the model in recognizing expression at different angles, future researchers should expand the 

dataset to include expression at different angles. Last but not least, the effect of the underlying features 

extracted from each class’s image input on the classes’ individual performance and overall performance can 

be investigated in future research.  
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