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 The world is changing quite rapidly while increasingly tuning into 
digitalization. However, it is important to note that data science is what most 

technology is evolving around and data is definitely the future of everything. 

For industries, adopting a “data science approach” is no longer an option, it 

becomes an obligation in order to enhance their business rather than survive. 
This paper offers a roadmap for anyone interested in this research field or 

getting started with “machine learning” learning while enabling the reader to 

easily comprehend the key concepts behind. Indeed, it examines the benefits 

of automated machine learning systems, starting with defining machine 
learning vocabulary and basic concepts. Then, explaining how to, 

concretely, build up a machine learning model by highlighting the 

challenges related to data and algorithms. Finally, exposing a summary of 

two studies applying machine learning in two different fields, namely 
transportation for road traffic forecasting and supply chain management for 

demand prediction where the predictive performance of various models is 

compared based on different metrics. 
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1. INTRODUCTION 

We have all probably heard the expression «data is the new oil»; well it turns out that data now 

worth so much more than oil. Indeed, it is true that both data and oil generate value, however oil is “used up” 

but data is not in a way that it can be renewable and reused in so many different ways while increasing value 

[1]. Certainly, the future is already here and big data is everywhere since we are living in a constantly 

changing world that creates huge amount of data every single day. The term “data” includes everything from 

words and ideas, to sounds, pictures or videos, to personal data (name, age, gender, height) and of course, to 

anything that can be collected from industrial processes or internet of things (IoT) sensors [2]. In other 

words, data is anything operated by computers and can be converted to binary numbers (0s and 1s). 

Data science is definitely the future of everything”. It is an interdisciplinary field based on scientific 

methods, algorithms and processes with the aim of extracting knowledge and value from data in both 

structured and unstructured forms, analogous to data mining. In order to gain a competitive advantage, 

companies should start leveraging data by using it for their profit maximization. Nevertheless, data is not an 

instantly valuable resource; data must be collected, cleaned, improved, before it can be analyzed; and this 

process is accomplished using artificial intelligence (AI) techniques.  

https://creativecommons.org/licenses/by-sa/4.0/
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In a typical business problem, where a bank of three million costumers, for instance, introduces a 

new card. The bank’s sales marketing team executed a campaign, offering it to thousands of their existing 

costumers. Unfortunately, only 3% of them signed up for it and that is much fewer than expected. Therefore, 

costumers are divided to two groups: i) the first group: 3% are delighted to use this new card maybe for 

online shopping and so on and ii) the second group: 97% did not want the new credit card, maybe because 

they prefer to shop locally and pay cash. 

With the purpose of profit maximization, the main question for the bank is how to target more 

people from the first group and fewer people from the second one in the next marketing campaign? Well the 

answer is in the data! Usually, it takes months to get a project like that off the ground and deploy a predictive 

targeting model. However, it goes faster with the use of AI techniques, where data resides in a database and 

the next marketing action is planned based on information from the last campaign: historical data with a 

detailed record of all activities on costumers’ bank account transactions. Consequently, it becomes an easy 

task separating costumers who are interesting in the new product from those who are not.  

The present paper offers a roadmap for anyone interested in this research field or getting started with 

“machine learning” learning while enabling the reader to easily comprehend the key concepts behind. Indeed, 

this paper is structed: As an introduction, the importance and power of data in a digitalization global trend are 

highlighted in the first part. The second part is dedicated to the fundamentals of machine learning (ML) 

starting with basic concepts such as AI, automation and automated ML [3], classification and regression, 

deep learning (DL). Afterwards, in the forth section of this paper, the “how to” of building a ML model is 

explained in details. Followed by ML applications for forecasting purposes in different fields namely, 

transportation for road traffic forecasting [4] and supply chain management (SCM) [5] for demand prediction 

[6] using real datasets from Morocco. In those studies, the predictive performance of various models 

including auto regressive moving average (ARIMA), multi layer perceptron (MLP), support vector regression 

(SVR or SMOReg), long short term memory (LSTM), convolutional neural network (CNN) are compared 

based on different metrics. Finally, the conclusion and perspectives. 

 

 

2. THE FUNDAMENTALS OF MACHINE LEARNING: LITERATURE REVIEW 

2.1.  AI vs ML vs DL: Biggest confusion 

AI has become the latest “buzzword” in the industry today. As displayed in the following Figure 1, 

it has many applications in many subdomains such as robotics, planning, speech or picture regognition, cyber 

security. However, we often confuse terms like AI, ML [7] or DL [8]: i) AI enables computers to perform 

tasks that normally require human intelligence by allowing machines to mimic human behavior, ii) ML is a 

sub-field of AI that uses statistical learning algorithms and enables machines to learn and improve from 

experience to learn from their own [9], iii) DL is a ML subset, also defined as a multilayered neural network 

architecture containing a large number of parameters and layers. Naming CNN or recurrent neural network 

(RNN). DL is a technique that processes information in a similar way to how a human brain processes it. It is 

used in various industries such as transportation, finance, and advertising. Most of DL’s models are based on 

neural networks structures this is why they are often denoted as deep neural networks (DNN). 

 

 

 
 

Figure 1. AI vs ML vs DL, AI applications 

 

  

2.2.  Difference between automation, ML and automated ML concepts 

The terms “automation” and “Machine learning” are two very different concepts that perfectly 

complement each other, but often confused when used interchangeably. In short, Automation is more about 
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“doing” without any further thought or guidance and ML is all about “thinking” by mimicking human 

intelligence. The concept of automation has been around since ancient times, its practice was focused on 

controlling machines and devices. More precisely, it is the idea of using a machine to do repetitive tasks 

without human involvement in order to speed worflows. Whereas, ML is a process that enables a system to 

make itself smarter over time by taking advantage of the various data and experiences it has. There are 

different levels of automation in business: starting from desktop application and manual intervention, to 

robotic and process automation with self-service, then AI and ML based on data-driven process. A new 

related trend is gaining momentum called “Automated ML” [10]. Essentially, this concept offers ML expert 

tools to apply ML to ML itself in order to automate repetitive tasks related to ML like the choice of the 

convenient dataset, data preparation or enven feature selection [11]. 

 

2.3.  Traditional vs ML programming approach 

If the problem is complex and you opt for the traditional approach as a resolution method, you might 

end up with a long list of rules that are hard to maintain. As illustrated in the following Figure 2, after 

studying the problem and writing the appropriate program, the proposed solution is evaluated in order to 

launch it if it works or analyze and correct the errors if it does not. This approach is usually not very accurate 

and can be hard to implement. The ML programming approach, on the other hand, is usually the best solution 

for complex problems and is mostly based on data. Indeed, after studying the problem, the resolution process 

strarts from an initial database where data is majorly treated and pre-processed before it can be loaded into 

ML algorithms for feature engineering, and then we go through training and test phases with the aim of 

searching the best classification or predictive performance with the possibility to iterate if needed. To get 

started with ML learning, we should be familiar with ML vocabulary and of course with other disciplines 

starting from maths to programming, to databases and ML algorithms and tools. 

 

 

 
 

Figure 2. Traditional vs ML approach [7] 

 

 

2.4.  Taxonomy of ML systems 

Based on the amount of data and type of supervision gotten during the training process, ML systems 

can be devided into four main categories:i) supervised learning: in this type of learning algorithm, the 

problem can be either classification (logistic regression, k-nearest neighbour (KNN), support vector machine 

(SVM), naïve Bayes) or regression (decision tree (DT), linear regression, random forest (RF), support vector 

regression (SVR) [12]). It is used with labeled data whre the mapping patterns from the training set of as 

given model is learned from input to output. Then, the proposed model is trained to predict the response of a 

new dataset called test set; ii) unsupervised learning: this learning algorithm is performed when data is not 

labeled. Moreover, unlike supervised learning, this algorithm is left on his own to group data by finding 

differences or resemblances in the input patterns. It is generally used for clustering problems (k-means, 

mean-shift, apriori) or dimentionality reduction problems (principal component analysis (PCA), feature 

selection, linear discriminant analysis (LDA)); iii) semisupervised leaning: with a mixture of some labelled 

and many unlabeled training data, semisupervised algorithms are a combination of supervised and 

unsupervised techniques, such as heuristic approaches, generative models, and iv) Reinforcement learning: Is 

an environment where an agent learns how to find the best strategy by continuously interacting with it in a 

trial and error method. The agent receives feedback for its earlier actions and experiences and is rewarded for 

a correct performance or punished for incorrect actions.  



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 12, No. 4, August 2022: 4243-4252 

4246 

3. BUILDING A MACHINE LEARNING MODEL  

3.1.  Challenges and limitations of machine learning  

In general, the aim of machine learning is to select the best algorithm and train it on an adequate 

dataset. It follows that the relevance of the algorithm and the training database play a crucial role in the 

accuracy of the results. In this section, we will focus on the different challenges and limitations that can 

hinder the performance of the chosen model, namely: bad data (insufficient training data, irrelevant features) 

and bad algorithm (topologie, overfitting or underfitting of the training dataset). 

 

3.1.1. Insufficient training data 

The first hurdles faced by the machine learnng user is the availability, completeness, and relevance 

of the learning and testing database. According to the widely cited article [13], Google researchers Halevy, 

Norvig, and Pereira argue that for complex problems such as linguistic expressions and lerning from texts, 

the performance of the machine learning process is of paramount importance dependent on the data 

regardless of the alogorithm used, so “we may want to reconsider the tradeoff between spending time and 

money on algorithm development versus spending it on corpus development”. The size of the training 

database is very important for the model’s accuracy, which gives good results depending on the size of the 

database; and regardless of the model used [14]. 

 

3.1.2. Nonrepresentative and poor quality training data 

By utilizing a nonrepresentative training set, we prepare a model that is probably not going to make 

precise forecasts; it is harder for the system to detect the underlying patterns, so the system is less likely to 

perform well. Chen et al. [15] deduces that the results of the experiments showed a strong correlation 

between the quality of the datasets and the performance of the machine learning system. The results also 

demonstrated that a rigorous evaluation of data quality is necessary for guiding the quality improvement of 

machine learning. 

 

3.1.3. Irrelevent features 

The success of machine learning project depends on the detection of the key characteristics that 

drive the output. It consists on detecting the good set of features to train on, this process is called feature 

engineering and involves [16]: i) feature selection: selecting the most useful features to train the model by 

analysing the historical data and ii) feature extraction: combining and producing more useful features and 

introduction to the test set.  

 

3.1.4. Overfitting/underfitting the training data 

Overfitting means that the model performs well on the training data [17], but it does not generalize 

well as shown in Figure 3. It happens when the model is too complex relative to the amount and noisiness of 

the training data. The possible solutions are [18]: i) to simplify the model by reducing parameters (e.g., a 

linear model rather than a high-degree polynomial model), by reducing the number of attributes in the 

training data or by constraining the model, ii) to expand the training data, iii) to clean training data (e.g., fix 

data errors and remove outliers), and iv) constraining a model to make it simpler and reduce the risk of 

overfitting is called regularization. 

 

 

 
 

Figure 3. llustration of overfitting and underfitting in ML [7] 
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Besides, underfitting is something contrary to overfitting: it happens when the model is too easy to 

even consider learning the basic construction of the information. The fundamental choices to fix this issue 

are: i) selecting an all the more remarkable model, with more boundaries, ii) redoing the historical analysis of 

the data to incorporate more relevant characteristics for the model, and iii) reducing the requirements on the 

model. 

 

3.2.  End to end machine learning operating mode 

This section is dedicated to explain in detail how to design and implement a machine learning model 

from end to end. Indeed, starting from understanding the business problem and identifying related data, then 

preparing it by determining the training and test sets, followed by an evaluation of the model’s performance. 

The main steps to follow are listed bellow [19], [20] and are shown in Figure 4. 

 

 

 
 

Figure 4. Steps to build a ML model 

 

 

3.2.1. Prepare the data 

The first step of implementing a machine learning model is preparing the data. This phase consists 

of framing the problem by doing requirement analysis, then characterizing and developing the problem being 

adressed (objectives, inputs and outputs). Based on this analysis, sources of information is identified in order 

to do the cleaning and set up, then to be filled up with the features’ values. 

 

3.2.2. Handling missing data 

There are some techniques to manage the missing data in machine learning algorithm. The obvious 

method is to ignore instances with unknown feature values [21]. The other ones are to fill up the missing 

feature with most common feature value, or the mean value computed from available cases to fill in missing 

data values on the remaining cases. Another method is treating missing feature values as special values. 

These would be classified as outliers in the laterstage. 

 

3.2.3. Discretization 

The discretization process refers to the conversion of continuous attributes, variables or features to 

discretized ones. It aims to fundamentally reduce the quantity of potential upsides of the constant component 

since largenumber of conceivable element esteems to slowand ineffective process. However, the problem of 
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choosing the interval borders for the discretization of a numerical value range remains an open problem in 

numerical feature handling [22]. 

 

3.2.4. Feature selection 

Feature selection is the process of identifying and removing possible irrelevant and redundant 

features by getting rid of noise in data. Generally, features are characterized as relevant if they have an 

influence on the output and their role cannot be assumed by the rest feature. This is assured by choosing 

relevant features based on the type of problem studied. 

 

3.2.5. Normalization 

This step consists on “scaling down” transformation ofthe features. Within a feature there is often a 

large difference between the maximum and minimum values. When normalization is performed the value 

magnitudes and scaled to appreciably lowvalues. The two-mostcommon methods for this scope are min-

maxnormalization and z-score normalization.  

 

3.2.6. Select and train the model 

To ensure the proper functioning, the model needs an input data and a desired output data in order to 

compare it with the obtained output then calculate the total model error. To reduce the model’s error, a 

learning phase is adopted. During this phase, a model adjustment is performed in order to determine the 

appropriate value of the connections. Select performance measurement indicators, with which to measure the 

accuracy of the results and eventually compare the results provided by the designed system with other 

models. 

 

 

4. MACHINE LEARNING APPLICATIONS: TRANSPORTATION AND SUPPLY CHAIN 

MANAGEMENT 

4.1.  Transportation: Road traffic prediction  

4.1.1. Research method 

With the rapid development of the cities, and the lack of public transport with low availability 

coupled with long waiting times, households encouraged by credit facilities own at least one car. That is why 

every country in the world is experiencing a rapid development of motorized transport. However, the 

development of road infrastructure has not kept pace, which implies several bottlenecks [23]. This 

phenomenon has a direct impact on the quality of life, especially in urban areas, which are still characterized 

by almost permanent traffic jams and high levels of air pollution [24]. 

Prediction is definitely a key component of road traffic management. Considering that, this study 

tackles the use of various methods (parametric and non-parametric [25]) to forecast traffic based on real 

Moroccan dataset of a toll station with high traffic volume. The approach consists on comparing, according 

to predefined criteria, the predictive performances of three different methods, namely: i) neural networks 

structure MLP [4] as a non parametric model, ii) mathematical modeling method seasonal ARIMA 

(SARIMA) [26] as a parametric model, and iii) SMOreg inspired from the SVM algorithm [12] as a non 

parametric model.  

 

4.1.2. Results and discussion 

The dataset contains 30792 recordings of hourly traffic flow. This dataset is divided into 42 months 

of traffic flow information; it is separated into two parts: the daily traffic of three years (i.e. 85% of the data) 

for training, and the daily traffic of the following six months (i.e. 15% of the remaining data) for testing. 

Several networks topologiess and combinaisons were tested and the best results were offred with a neural 

network with the following characteristics: 

a) An input layer provided by 18 values: i) 8 calendar information: working day, weekend, national 

holiday, religious holiday, school holiday, Ramadan, strike and chronological order of the day in the 

holidays and ii) 10 previous daily traffic flows: the flow for a given day d is predicted using the 

historical flows of the days: d-1, d-2, d-3, d-4, d-5, d-6, d-7, d-14, d-21, d-365. 

b) The output represents the expected traffic flow d of the day in the next order.  

c) Multi-layer perceptron (MLP) of three hidden layers, the first hidden layer is composed of five neurons, 

the second is composed of eight neurons and the third one is composed of two neurons. The transfer 

function is Sigmoid and Backpropagation as learning algorithm with the existence of the Bias neuron. 

The best MLP result is obtained with a total mean square error (MSE) of 0.00927 in the train set and 

0.01321 in the test set. The MLP recorded the best forecasting performance with 0.57% absolute error, as 

illustrated il the following Tables 1 and 2. The obtained results, presented in Table 2, prove that the neural 
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network gives a satisfactory accuracy of the forecast. The comparison of the observed and modelled traffic 

flows in Figure 5 shows that over 80% of the forecasts were made with less than ±5.0% error. A more 

intensive gander at the fundamentally various conjectures showed that the observed traffic peaks that 

recorded a worse forecast performance are days when other exogenous factors were not introduced as 

features: mainly bad weather and pavement maintenance operations. 

 

 

Table 1. Daily traffic forecasting with MLP 5-8-2 
Day Actual traffic Forecasted traffic Difference 

08/01/2018 

17/01/2018 

28/02/2018 

24/05/2018 

23147 

27739 

27471 

25080 

22902 

28176 

28347 

24587 

245 

-437 

-876 

493 

 

 

Table 2. Absolute error comparison on June 2018 
Model Total traffic Absolute error Relative error 

Actual traffic 827913 - - 

MLP 832837 4924 0,57% 

SARIMA 841929 14016 1,69% 

SMOreg 807560 20353 2,45% 

 

 

 
 

Figure 5. Data visualization per day  

 

 

4.2.  SCM: Demand forecasting  

4.2.1. Research method 

Prediction is a process that uses historical data to forecast future trends. It is performed using 

various time series models. Demand forecasting is a key component to improve the supply chain’s (SC) 

performance, since having a clear vision of future demand gives each SC’s member the opportunity to 

optimize its performance by minimizing costs, related to inventory, manufacturing, transportation or 

distribution; and maximizing the profit. In this study [6], different statistical and deep learning models are 

studied in a comparison analysis aiming to demonstrate which one performs better in terms of providing 

accurate forecasts, namely: i) Autoregressive integrated moving average (ARIMA) as a statistical model,  

ii) Multi layer perceptron (MLP) as a feedforward neural network, iii) Long short term mermory (LSTM) 

[27] as a recurrent neural network: is capable of learning long-term dependencies, its architecture is 

composed by a collection of subnets or also called blocks of memory where the memory cell stores the state, 

the front door controls what to learn, the door of oblivion controls what to forget and the exit door controls 

the amount of data to modify, and iv) Convolutional neural networks (CNN or ConvNet) [27]: Like the MLP 

structure, CNN has three type of layers: the input layer, the output layer and the hidden layer that is 

categirized in two types the feature learning layers (convolution, pooling, and rectified linear) and the 

classification layers (fully connected layers and normalization layers). CNN shows its performance in many 

fields such as image classification and segmentation, face recognition, object detection, traffic sign 

recognition, speech processing. 

 

4.2.2. Results and discussion 

In the proposed neural network, the demand of a given day d is predicted using demand quantities of 

the days: d-6, d-12, and d-18. Therefore, we model the problem as a three time-steps prediction on one input 

corresponding to the quantity of the day, and this for each output. This instead of considering that the data is 
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composed of three inputs as we did in the MLP study. The LSTM network is composed of 50 neurons in the 

hidden layer and 1 neuron in the output layer. The root mean squared error and the efficient Adam version of 

the stochastic gradient is used. This yielded an RMSE after normalization of 0.138 and an root-mean-square 

error (RMSE) before normalization of 457.958. 

The proposed convolutional neural network is composed of the following layers: i) a one-

dimensional convolutional layer with 64 filters, a kernel size of 2 and an input shape of (3,1), the activation 

function consists of the relu function; ii) A one-dimensional max pooling layer with a filter of size 2; iii) a 

flatten layer; and iv) a fully connected layer composed of 50 neurons with relu being the activation function.  

The model was trained using the adam version of stochastic descent and the MSE loss function. The training 

after 200 epochs results in a RMSE of 0.138 after normalization, and 457.079 before normalization.” [6]. 

Daily demand tendency with an overview of comparing actual and forecasted demand using LSTM model 

are illustrated in the following Figure 5. 

The following Table 3 illustrates the various metrics used to measure the performance of each 

proposed model including ARIMA, MLP, LSTM and CNN. The numerical experimentations are approved 

using a real dataset provided by a recognized supermarket in Morocco. The results clearly show that the CNN 

gives slightly better forecasting results than the LSTM network [6]. 

 

 

Table 3. ARIMA vs MLP vs LSTM vs CNN: performance metrics 
Performance metrics ARIMA MLP LSTM CNN 

RMSE (before normalization) 

RMSE (after normalization) 

Training time 

Consumed energy (Joule) 

485 690 

- 

1 129 201 

16 938 010 

464 261 

0.14 

2 341 361 

35 120 412 

457 958 

0.138 

2 541 292 

38 119 376 

457 079 

0.138 

2 720 236 

40 803 534 

 

 

5. CONCLUSION AND FUTURE WORK 

Machine learning algorithms automatically extract knowledge from input datasets duly accompanied 

by the identified features. Unfortunately, their success is usually dependant on the quality of data that they 

operate on. Our society is creating vast amounts of data every day, besides; programming relieves people by 

managing routine tasks that is why the real future lies within DL. Although not fully developed, this branch 

of data science is the closest we have gotten to any time of applied AI. The strength of ML lies on computers’ 

capacity to learn how to best perform such tasks. Automated ML helps computers to learn how to optimize 

the outcome of learning and how to perform the routine actions (applying ML to ML itself). In other words, 

Automated ML offers ML experts tools to automate repetitive tasks by applying ML to ML itself. Yet, to 

improve business performances, there is a new data science challenge called “dark data” which is the 

information assets organizations collect, process and store during regular business activities, but generally 

fail to use for other purposes (for example, analytics, business relationships and direct monetizing). It often 

comprises most organizations’ universe of information assets. Thus, organizations often retain dark data for 

compliance purposes only. Storing and securing data typically incurs more expense (and sometimes greater 

risk) than value.  

As future work, dark data is an interesting research field that still needs to be exploited using of 

course automated ML techniques. Overall, it is worth thinking about dark data as unfulfilled value. The key 

to monetising dark data lies not only in gathering it, but also in analyzing it to discover patterns and putting 

the insights to use. By utilising new technologies around ML, specifically deep learning, businesses can join 

structured and unstructured data sets together to provide high-value results and enhance business 

performances by treating: Neglected information: unmanaged, unclassified or unknown data; web log files, 

audio/video, email archive, visitor tracking data; storage costs, hidden risks. 
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