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 The design of intelligent systems for analyzing information and predicting 
the epidemiological trends of the disease is rapidly expanding because of the 

coronavirus disease (COVID-19) pandemic. The COVID-19 datasets 

provided by Johns Hopkins University were included in the analysis. This 

dataset contains some missing data that is imputed using the multi-objective 
particle swarm optimization method. A time series model based on nonlinear 

autoregressive exogenou (NARX) neural network is proposed to predict the 

recovered and death COVID-19 cases. This model is trained and evaluated 

for two modes: predicting the situation of the affected areas for the next day 
and the next month. After training the model based on the data from January 

22 to February 27, 2020, the performance of the proposed model was 

evaluated in predicting the situation of the areas in the coming two weeks. 

The error rate was less than 5%. The prediction of the proposed model for 
April 9, 2020, was compared with the actual data for that day. The absolute 

percentage error (AE) worldwide was 12%. The lowest mean absolute error 

(MAE) of the model was for South America and Australia with 3 and 3.3, 

respectively. In this paper, we have shown that geographical areas with 
mortality and recovery of COVID-19 cases can be predicted using a neural 

network-based model. 
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1. INTRODUCTION 

On December 8, 2019, the Chinese government reported the death of one patient and the 

hospitalization of 41 others with an unknown etiology in Wuhan [1], [2]. This cluster initiated the novel 

coronavirus disease (COVID-19) respiratory disease pandemic. While early cases of the disease were linked 

to the wet market, the human-to-human transmission had led to the widespread outbreak of the virus through 

China [3]. On January 30, 2020, the World Health Organization (WHO) announced the emergence of 

COVID-19 as a public health emergency with international concern (PHEIC) [4]. 

By March 16, 2020, WHO had reported the COVID-19 statistics in China and outside of China. 

However, since March 17, 2020, because of widespread prevalence on all continents, the number of 
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confirmed cases and deaths on each continent was separately expressed [4]. According to the 49th COVID-19 

weekly epidemiological update by WHO released on 20 July 2021, globally, COVID-19 weekly case 

incidence increased with an average of around 490,000 cases reported each day. As of 18 July 2021, the 

global number of confirmed cases was 190,169,833 [5]. 

Because of the widespread and growing prevalence of COVID-19 across the world, several works 

have examined different aspects of the disease. Most of these include identifying: i) the source of the virus 

and its gene sequences analysis [6], [7], ii) analysis of patient information [8], iii) analysis of the first cases in 

the countries involved [9]–[11], iv) methods of virus detection [12]–[15], v) evaluation of treatment methods 

[16], and vi) estimating the extent of transmission [17]. Artificial intelligence has an important role in 

changing the medical care paradigm and can predict various diseases states [18]–[23]. Thus, scores of 

research have been done in the past year in areas related to the COVID-19 pandemic. The most common 

topics are: i) the development of health care robots to prevent direct contact of medical personnel with 

COVID-19 patients [24], [25]; ii) monitoring of public places to determine the distance between persons or 

identification of people with high temperature [26]–[28]; iii) forecasting the spread of COVID-19 [29]–[31]; 

iv) automatic diagnosis of patients with COVID-19 [32]; and v) predicting confirmed, recovered, or death 

cases [33], [34]. 

Fang et al. [35] proposed a methodology called group of optimized and multisource selection 

(GROOMS), which is an ensemble of 5 groups of prediction methods. They also proposed a new version of 

polynomial neural network (PNN) called “PNN with corrective feedback (PNN+cf)” that includes two extra 

pieces of information: i) lagged data and ii) training errors from past iterations of model training to predict 

the epidemic at an early stage. The authors conducted an experiment on epidemic data from Chinese health 

authorities from January 21 to February 3 to evaluate the initial stage of the COVID-19 epidemic. A time-

series of 14 instances about the suspected cases was run through the GROOMS method for 6-days ahead of 

the forecast. They compared the result of the model to the other nine available methods and claimed that the 

PNN+cf method with 136,547 root-mean-square-error (RMSE) was better than the other methods. The 

RMSE of the other methods was reported from 138.042 to 1744.5256. 

Corona tracker team proposed a susceptible-exposed-infectious-recovered (SEIR) model based on 

the queried data in their website and made the 240-day prediction of COVID-19 cases in and out of China, 

started on 20 January 2020 [36]. They predicted that the outbreak would reach its peak on May 23, 2020, and 

the maximum number of infected individuals will be 425.066 million globally. The authors predicted that it 

would start to drop around early July 2020 and reach under 10,000 on 14 Sep 2020. Given the information 

available now, these predictions were far from what really happened around the world. 

Wang et al. [37] constructed a COVID-19 prediction model using the improved long short-term 

memory (LSTM) deep learning method with a rolling update mechanism based on the epidemical data 

provided by Johns Hopkins University. The trends of the epidemic in 150 days ahead were modeled for 

Russia, Peru, and Iran. Pointing to the importance of preventive measures which would be taken by the 

government to reduce the spread of COVID-19, the authors estimated that the number of positive cases per 

day in Iran by mid-November 2020 will reach less than 1,000, however, it did not happen. 

Zawbba et al. [38] proposed a regression model based on the multilayer perceptron (MLP) to predict 

the COVID-19 spread for the coming months in nine countries: Italy, the United States, China, Japan, Iran, 

Egypt, Algeria, Kenya, and Cote d'Ivoire. For each country, they used the number of confirmed cases, the 

number of deaths, average age, average weather temperature, Bacille Calmette-Guérin (BCG) vaccination, 

and Malaria treatment. The model was first trained on Chinese data, which were collected from the European 

Centre for Disease Prevention and Control (ECDC) from 29th December 2019 to 13th December 2020. Then, 

for the other eight countries, data were downloaded from 22nd January 2020 to 13th December 2020 from the 

Johns Hopkins University Center for Systems Science and Engineering (JHU CSSE). The best and worst 

RMSE for confirmed cases were 105.94 and 77,822.38 in Cote d'Ivoire and the United States, respectively. In 

the case of predicting the dead cases, the best RMSE was reported 0.91 in Cote d'Ivoire, and the worst one 

was 792.07 in the USA. 

Ahouz and Golabpour [29] introduced a new representation structure of the COVID-19 dataset. By 

dividing the data set regions into three groups based on the maximum number of confirmed cases of  

COVID-19 per day and using the least-squares classification algorithm, the authors developed models for 

predicting the incidence of COVID-19 between March 30, 2020, and April 12, 2020, for each group. The 

accuracy of the model in predicting the number of COVID-19-approved cases worldwide is reported to be 

98.45%. 

A review of COVID-19 research shows that most of the predictive models utilized several months 

of COVID-19 information [20], [34], [38], [39]. However, at the very beginning of pandemics such as 

COVID-19, due to the lack of information about the factors affecting the recovery or death of patients, design 

models with appropriate accuracy based on limited non-clinical information is very important. These models 
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are useful in the containment of the threat and help healthcare administrators to make effective timely 

decisions in controlling the spread of the disease in addition to reducing community anxiety. 

In this study, using less than two-month prevalence data, we proposed a neural network-based time 

series model for predicting the recovery or death of COVID-19 patients based on general information of each 

region including latitude, longitude, date, and number of confirmed/recovered/death cases. Based on the 

datasets provided by Johns Hopkins University [40], we present a new arrangement of the data for the 

optimal use of outbreak trend information in neighboring regions. In addition, using the information from 

each region, we predict the final status of COVID-19 cases in each region in the next day and month. 

 

 

2. METHOD 

2.1.  Dataset 

COVID-19 epidemiological data are compiled by the Johns Hopkins University Center for Systems 

Science and Engineering (JHU CCSE) [31]. The data are provided in three separate datasets for confirmed, 

recovered, and death cases since January 22, 2020, and are updated daily. In each of these datasets, there is a 

record (row) for each geographic area. The variables in each dataset are province/state, country/region, 

latitude, longitude, and then incremental dates from January 22, 2020. For each geographic area, the value of 

each date indicates the cumulative number of confirmed/recovered/death cases from January 22, 2020. 

In this study, data from the COVID-19 dataset from January 22 to March 9, 2020, entered into the 

analysis. This information includes the number of confirmed, recovered, and death cases in 265 different 

geographical areas in 47 days. According to the input requirements of the proposed model, we changed the 

data representation in the dataset so that instead of three separate datasets for the three groups of confirmed, 

recovered, and death cases, only one dataset containing the information of all three groups was arranged. In 

this new dataset, each record (or row) of the dataset contains information about the number of confirmed, 

recovered, or deaths per day for each geographic area. As a result, the variables in this new dataset are 

province/state, country/region, latitude, longitude, date (which specifies a specific date), cases (which 

indicates the number of confirmed, recovered, or death cases), and type (which specifies the type of 

confirmed, recovered, or death cases). This structure was suggested by Krispin [41]. 

This rearranged dataset contains 3,436 records and 7 variables that include information on  

COVID-19 cases from 111 countries and 265 different geographic regions around the world. There are 

113,583 confirmed, 3,996 death, and 62,512 recovered cases in the dataset. Pre-processing runs on the 

dataset before training the proposed model. The dataset is first examined for noise data. Then, the missing 

data were investigated, and it was found that the data were recorded with a delay, and 56 records out of 256 

were missed. To impute the missing data the following procedure was used: 

First, the variable is sorted according to the amount of missing data. Put the variables that have the 

least missing at the beginning, and the variables that have the most missing at the end. Then, with the help of 

data mining algorithms, a classification model is generated whose independent variables are the variables that 

do not exist in the missing data, and its dependent variable is a variable with the lowest rate of missing. Then, 

with the help of the data mining algorithm, the missing data of the dependent variable are imputed. The 

dependent variable is then added to the set of independent variables, and the next variable is selected as the 

dependent variable according to the number of missing data, and the data mining algorithm is applied again. 

This process continues until there is no variable with the missing data. The selection of data algorithms is 

performed by the multi-objective particle swarm optimization algorithm. Repeat the above process several 

times so that no change is made to the data. At the end of this process, all the data are filled in, and there are 

no missing data. 

Then, depending on the need of the learning algorithm used in the proposed model, the values of 

some variables are changed to another format. If necessary, some variables are merged, and new variables are 

added to the dataset. There are 24 negative values in the cases which are invalid, so we removed them from 

the dataset. As a result, the number of records decreased to 3,412. 

In the province/state, there were 901 missing data out of 3,436 because the information of some 

countries was generally reported in that country and not for a particular province. Therefore, we imputed the 

missing data with the name provided in the country region column. We then assigned a unique numeric code 

to each of these 265 regions. This new code is called code_zone and will be added to the dataset instead of 

the country and state columns. After applying these preprocessing steps, the resulting dataset is called the 

alpha dataset. 

The records in the alpha dataset were sorted by the value of the date variable. Since in time series 

models, the algorithm detects the time series pattern, the date variable is removed from the dataset. This leads 

to the construction of the beta dataset. Therefore, after preprocessing steps, the beta dataset includes 3,412 

records with 5 variables (code_zone, latitude, longitude, cases, and type). 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

Predicting the status of COVID-19 active cases using a neural network time series (Peyman Almasinejad) 

3107 

Finally, the beta dataset is compiled for two separate two-class prediction models, namely recovery 

prediction and death prediction. To predict recovered cases, records with "recovered" value in the type 

variable are considered as class 1, and other records are considered class 0. To predict death cases, records 

with "death" value in type are considered as class 1, and other records are considered as class 0. 

Descriptive statistics such as mean and standard deviation were used to describe the variables. 

Kruskal Wallis test was used to compare the mean of longitude and latitude variables in the confirmed, death, 

and recovered groups. This test is to examine the significance of the relationship between latitude and 

longitude with mortality and recovery. If the test is approved, the latitude and longitude can be used as 

metadata in the model. 

 

2.2.  Constructing the time series prediction model 

Because of the presence of metadata in the dataset, an algorithm that utilizes this information to 

construct time series is preferable. The nonlinear autoregressive exogenous (NARX) neural network is one of 

these methods [42]. The output of the NARX network at time t+1 is given using (1): 

 

𝑦(𝑡) = 𝐹(𝑦(𝑡 − 1), 𝑦(𝑡 − 2), . . . , 𝑦(𝑡 − 𝑛𝑦), 𝑥(𝑡), 𝑥(𝑡 − 1), 𝑥(𝑡 − 2), . . . , 𝑥(𝑡 − 𝑛𝑦)) (1) 

 

where 𝐹(. ) is the mapping function of the neural network, 𝑦(𝑡 − 1), 𝑦(𝑡 − 2), . . . , 𝑦(𝑡 − 𝑛𝑦) are the true past 

outputs of this series, called the desired outputs. And 𝑥(𝑡), 𝑥(𝑡 − 1), 𝑥(𝑡 − 2), . . . , 𝑥(𝑡 − 𝑛𝑦) are the inputs of 

the NARX which are called exogenous inputs; these metadata are externally determined and influence the 

desired output of the series. nx is the number of input delays, and ny is the number of output delays [42]. In 

the proposed model, we aim to determine which areas will experience the death or recovery of COVID-19 

cases in the next day. This model is general and does not depend on a specific area. For this reason, we do 

not use the present value of 𝑥(𝑡). Thus, the future value of the time series 𝑦(𝑡) is predicted from the past 

values of 𝑥(𝑡) and the actual past values of the time series, 𝑦(𝑡). 
Figure 1 illustrates the preparation steps of the NARX inputs. In Figure 1, n represents the number 

of records, �̂� and type are the predicted and actual outputs, respectively, which in the death prediction model 

can be dead (1) or not-dead (0), and in the recovery prediction model can be recovered (1) or not-recovered 

(0). In addition, latitude, longitude, cases, and their types on day t-d to day t-1 are the exogenous inputs of the 

network. Given n record information up to time t-1, the proposed model attempts to predict whether  

COVID-19 active cases will recover (die) at time t in a geographic area. It should be noted that for each 

geographic area in the dataset, the past information of that area is used to predict its �̂�(𝑡). In the model, input 

and output delays are represented by d or the delay factor. 

 

 

 
 

Figure 1. The preparation steps of the NARX input 
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The delay factor determines how many past observed data of a particular area will participate in 

predicting the one-step-ahead situation of that area. If the delay is one, it means the model uses only one 

previously observed point to predict the type of cases at time t. Similarly, if it is k, by using k past observed 

data points, the model predicts the future at time t. The larger the k, the more information is used to build the 

model, thus increasing the accuracy of the model as well as its complexity. 

In neural network-based time series models, inputs and structure of networks are of great 

importance. The most important factors are: i) determining the number of neurons in the hidden layers, ii) the 

learning algorithm for adjusting the weights of the network, and iii) determining the amount of past-observed 

data to predict the future. In this study, to avoid over-complexity of the network, the maximum number of 

neurons in hidden layers and the maximum delay are predetermined. For each learning algorithm to adjust 

network weights, the number of different neurons in the hidden layer is evaluated. For each different number 

of hidden neurons, different values of d are examined, and the network is trained on the training set. After 

training, the performance of the network is evaluated using an evaluation dataset, and the weights of the 

network are updated. Figure 2 shows the steps of the proposed model. 

Because the latitude and longitude of each geographic area are entered as metadata in the model, the 

weights of the neural network are affected by the coordinates of all geographic areas. This allows us to train 

just one neural network for all areas in the dataset, instead of training one network for each geographic area. 

After completing the training and evaluating the model, it is even possible to enter the information of new 

areas into the network and predict the death or recovery status of those areas without the need for retraining. 

The final time series prediction model is evaluated on the test set, and the performance of the model is 

evaluated based on sensitivity, specificity, and accuracy. Finally, considering all combinations of hidden 

neurons and different delays, the best predictive model is reported. 

 

 

 
 

Figure 2. The steps of the proposed method 

 

 

2.3.  Predicting the status of active cases 

Active cases of COVID-19 are those who have not yet died or recovered. Therefore, the difference 

between the total numbers of confirmed cases and the total number of dead or recovered cases in the Beta 
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dataset are considered active cases. After finding the best models for predicting death and recovery, these 

models will be used to predict the status of active cases. 

To do this, a new test set containing 265 records will be created for each of the 265 different regions 

in the dataset. For each record, information about code_zone, Latitude, Longitude, and the number of active 

cases is provided. In addition, we will add date information to this new dataset to predict the situation of each 

region in the next month. The value of the date variable for all 265 geographic areas is set to one month after 

the last date in the Alpha dataset. Then, the best proposed models for predicting death and recovery will be 

trained using the Alpha dataset, which contains the date variable. At this point, the entire dataset is used for 

training and evaluation. After training, the models are run on the new test dataset. If both death and recovery 

models are assigned a record to the negative class (class label 0), the record type is set to be active. 

Otherwise, the type is defined depending on the output of the models, i.e. recovered, death, or both. The 

model predicts what the status of active cases will be in each geographic area in the next month. Depending 

on the number of areas in which patients' status is active, dead, or recovered, the number of areas in which 

confirmed cases of COVID-19 will be expected is calculated according to (2): 

 

𝐶𝑜𝑛𝑓𝑖𝑟𝑚𝑒𝑑 = 𝐴𝑐𝑡𝑖𝑣𝑒 + 𝐷𝑒𝑎𝑡ℎ+ 𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑒𝑑 (2) 

 

Finally, to see how well the model predicts areas with COVID-19 death, improved, or confirmed 

worldwide in the next month, the model's prediction results are compared with the actual data. The criteria 

are absolute error (AE), mean absolute error (MAE), and absolute percentage error (APE). For each type of 

case, the percentage of its occurrence is obtained by dividing the number of areas of that type by the sum of 

the total number of areas of all three types. 

The experimentation platform is Intel® Core ™ i7-8550U CPU @ 1.80GHz 1.99 GHz CPU and 

12.0 GB of RAM running 64-bits OS of MS Windows 10. The SPSS version 15 was used for descriptive and 

statistical analysis. The pre-processing and model construction have been implemented in MATLAB. 

 

 

3. RESULTS 

3.1.  Descriptive analysis 

Data as of March 9, 2020, showed 113,583 confirmed cases, 3,996 deaths, and 62,512 recovered 

cases. Figure 3 shows the distribution of confirmed, recovered, and death cases by latitude and longitude. The 

mean distance from the equator in all three groups was significant. The confirmed cases were farther from the 

equator than other groups, and those recovered were closer to the equator (P<0.001). The highest mean 

distance from prime meridian was related to the recovered group (P<0.001). Kruskal Wallis test showed that 

all groups were significantly different in latitude, and the recovered group was significantly different from 

other groups in longitude as shown in Table 1. 

 

 

 
 

Figure 3. Distribution of recovered, death, and confirmed cases of coronavirus dataset over the world 
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Table 1. Descriptive analysis of COVID-19 dataset [31] using Kruskal Wallis test 
Attribute name Confirmed Death Recovered Chi-Square SIG 

Mean±SD Mean±SD Mean±SD 

Latitude 33.30±05.89 32.88±04.51 31.19±03.28 30.633 P<0.001 

Longitude 96.24±37.47 95.88±36.05 109.18±16.51 175.627 P<0.001 

 

 

3.2.  Model construction 

In this study, scaled conjugate gradient backpropagation (SCG) [43] and Levenberg-Marquardt 

backpropagation (LM) [44] algorithms were used to train and adjust the weights of the NARX neural 

network. With a step length of 5, the number of neurons in the hidden layer and the range of delay are varied 

from 5 to 25 and 5 to 50, respectively. Each model for death and recovery prediction was trained separately 

on the relevant dataset (interval 5 is obtained by trial and error) [42]. Each dataset is divided into 55% 

training set, 15% evaluation set, and 30% test set. Since the dataset has a natural temporal order, these values 

are selected in the dataset with the same order. Thus, the training dataset contains the first 55% of the 

records, the evaluation set contains 15% of the next records, and the test set contains 30% of the last data 

records. As a result, data from January 22 to February 27, 2020, were used to build the model 

(training+evaluation datasets), and data from February 28 to March 9, 2020, were used to test the model. To 

do this, the "divideblock" function is selected as the neural network  

Table 2 and Table 3 show the results of the proposed LM-based model on the test set to predict 

recovery and death for all combinations of hidden layer neurons and delay factors, respectively. The results 

are accepted or rejected based on two criteria: the result is discarded: i) if the performance of the model on 

the test set is better than that on the training set or ii) the model accuracy is less than 0.75%. Accordingly, 

values written in gray in the tables indicate unacceptable values. Given these two criteria, there is no valid 

case among the different modes of the proposed SCG-based model for predicting recovered cases. However, 

there is a single valid mode among the different SCG-based models for predicting deaths. This model is built 

of 25 nodes in the hidden layer and information from 5 previous records (delay). The accuracy, sensitivity, 

and specificity were 96.27%, 73.5%, and 98.39%, respectively. 

 

 

Table 2. The result of the proposed method for prediction of recovered cases using LM 
Learning algorithms Number of past information 

5 10 15 20 25 30 35 40 45 50 

Levenberg-Marquardt backpropagation number of hidden neurons 

5 Sensitivity Training 95.54 97.17 92.61 96.96 96.20 95.87 95.54 94.56 96.19 97.17 

Test 96.74 96.38 96.38 96.38 96.38 96.01 95.65 95.65 95.65 95.27 

Specificity Training 97.68 97.21 97.61 98.84 97.27 98.30 98.57 97.55 97.07 96.39 

Test 92.07 98.24 98.64 97.39 98.48 97.91 84.17 79.41 87.78 64.29 

Accuracy Training 96.86 97.19 95.68 98.11 96.86 97.36 97.40 96.40 96.73 96.69 

Test 93.33 97.73 98.02 97.11 97.90 97.39 87.37 83.96 90.00 73.03 

10 Sensitivity Training 95.76 95.98 95.22 97.07 96.52 95.54 98.04 95.76 98.04 96.96 

Test 96.74 96.38 96.38 96.74 96.74 96.01 95.65 95.65 94.93 95.64 

Specificity Training 97.48 97.48 98.77 99.05 98.09 98.84 99.32 95.91 97.07 96.05 

Test 98.92 98.51 98.91 89.03 86.60 92.21 95.52 75.18 72.30 55.14 

Accuracy Training 96.82 96.90 97.40 98.28 97.49 97.57 98.83 95.85 97.44 96.40 

Test 98.33 97.93 98.22 91.14 89.40 93.27 95.56 80.91 78.67 66.56 

15 Sensitivity Training 95.76 95.76 96.30 96.41 96.52 96.85 96.08 96.95 95.97 95.22 

Test 96.74 96.38 96.74 96.74 96.38 96.01 95.29 94.93 94.93 95.64 

Specificity Training 99.18 97.41 97.82 98.30 99.25 98.98 97.89 97.07 98.16 99.11 

Test 98.52 98.78 87.74 87.24 99.03 80.25 98.32 95.63 98.58 98.43 

Accuracy Training 97.86 96.77 97.24 97.57 98.20 98.16 97.19 97.03 97.32 97.61 

Test 98.04 98.13 90.20 89.85 98.30 84.62 97.47 95.43 97.55 97.64 

20 Sensitivity Training 95.65 96.09 96.85 94.67 95.43 97.07 97.82 98.91 97.50 94.57 

Test 96.74 96.38 96.74 96.38 96.38 95.65 95.65 95.29 94.20 95.27 

Specificity Training 99.32 98.36 97.82 99.18 98.98 98.02 99.25 97.00 99.32 99.39 

Test 93.68 98.38 81.06 99.31 97.93 95.41 82.07 77.43 95.88 90.14 

Accuracy Training 97.91 97.49 97.44 97.44 97.61 97.65 98.70 97.74 98.62 97.53 

Test 94.51 97.83 85.35 98.51 97.50 95.48 85.86 82.44 95.41 91.59 

25 Sensitivity Training 96.41 95.87 96.20 95.33 96.85 95.98 97.28 96.74 94.99 97.72 

Test 96.74 96.38 96.74 96.38 96.38 96.38 95.29 94.57 94.57 94.55 

Specificity Training 99.52 98.36 98.98 99.73 99.45 91.34 98.71 98.91 99.18 98.98 

Test 98.39 98.51 89.92 96.43 97.79 80.95 80.53 97.32 83.66 89.29 

Accuracy Training 98.32 97.40 97.91 98.03 98.45 93.13 98.16 98.07 97.57 98.49 

Test 97.94 97.93 91.78 96.42 97.40 85.23 84.65 96.55 86.73 90.77 

 

 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

Predicting the status of COVID-19 active cases using a neural network time series (Peyman Almasinejad) 

3111 

Table 3. The result of the proposed method for prediction of death cases using LM 
Learning algorithms Number of past information 

5 10 15 20 25 30 35 40 45 50 

Levenberg-Marquardt backpropagation number of hidden neurons 

5 Sensitivity Training 70.18 76.61 88.89 71.93 75.44 65.88 68.82 71.76 75.29 70.79 

Test 75.86 85.06 47.13 59.77 71.26 50.57 64.37 67.82 79.52 54.43 

Specificity Training 98.83 98.29 97.74 98.60 98.38 98.74 98.47 98.60 98.46 98.14 

Test 98.50 99.35 99.24 98.04 99.23 99.23 99.11 99.44 98.66 97.88 

Accuracy Training 96.77 96.73 97.11 96.69 96.73 96.40 96.36 96.69 96.77 96.10 

Test 96.57 98.13 94.75 94.73 96.80 94.97 96.06 96.65 97.04 94.36 

10 Sensitivity Training 87.13 75.44 75.44 73.68 72.51 78.24 70.59 82.94 76.44 69.10 

Test 81.61 52.87 42.53 62.07 48.28 65.52 47.13 68.97 54.22 69.62 

Specificity Training 98.47 98.51 98.83 99.05 99.05 98.87 98.83 98.29 98.51 99.19 

Test 98.93 99.14 98.27 99.02 98.80 97.80 94.02 99.44 99.67 97.21 

Accuracy Training 97.65 96.86 97.15 97.24 97.15 97.40 96.82 97.19 96.90 96.94 

Test 97.45 95.17 93.47 95.82 94.40 94.97 89.90 96.75 95.82 94.97 

15 Sensitivity Training 71.93 72.51 74.27 74.27 73.68 67.65 91.76 91.18 90.23 75.28 

Test 60.92 64.37 44.83 48.28 52.87 40.23 80.46 85.06 53.01 53.16 

Specificity Training 98.78 99.05 99.32 98.96 99.01 99.28 98.06 98.96 98.42 99.50 

Test 99.68 99.57 98.81 95.53 99.01 99.01 97.67 96.10 98.66 99.22 

Accuracy Training 96.86 97.15 97.53 97.19 97.19 97.03 97.61 98.41 97.82 97.70 

Test 96.37 96.55 94.16 91.44 95.00 93.87 96.16 95.13 94.80 95.49 

20 Sensitivity Training 79.53 73.68 70.76 69.59 71.35 65.88 94.12 92.94 83.91 94.38 

Test 80.46 63.22 55.17 65.52 43.68 44.83 62.07 51.72 73.49 75.95 

Specificity Training 98.29 99.01 98.96 99.28 99.01 99.41 98.92 99.05 98.96 96.24 

Test 98.93 98.71 98.70 97.17 99.67 91.96 97.45 95.43 99.11 96.88 

Accuracy Training 96.94 97.19 96.94 97.15 97.03 97.03 98.58 98.62 97.86 96.10 

Test 97.35 95.67 94.95 94.43 94.80 87.84 94.34 91.57 96.94 95.18 

25 Sensitivity Training 70.18 73.68 73.10 76.61 78.95 73.53 87.06 89.41 83.91 88.76 

Test 78.16 50.57 72.41 59.77 65.52 58.62 52.87 71.26 45.78 51.90 

Specificity Training 99.05 99.05 99.19 98.83 99.05 98.65 99.50 99.23 98.92 99.05 

Test 98.61 85.13 98.59 97.71 88.61 99.34 91.14 93.54 98.44 92.30 

Accuracy Training 96.98 97.24 97.32 97.24 97.61 96.86 98.62 98.53 97.82 98.28 

Test 96.86 82.17 96.34 94.43 86.60 95.78 87.78 91.57 93.98 89.03 

 

 

To predict the recovered cases, 21 out of 50 possible combinations were accepted among different 

modes of implementation of the proposed method using the LM learning algorithm. The best combination 

consists of 15 neurons in the hidden layer and uses the last 25 observations. The accuracy, sensitivity, and 

specificity of evaluation of this model on the test set were 98.30%, 96.38%, and 99.03%, respectively. 

Also, to predict death cases, 27 out of 50 possible combinations were accepted among different 

modes of implementation of the proposed method using the LM learning algorithm. The best combination 

consists of 15 neurons in the hidden layer and uses the last 40 observations. Accuracy, sensitivity, and 

specificity of evaluation of this model in the test set were 95.13%, 85.06%, and 96.10%, respectively. 

The figure shows the best period until the neural network reaches the desired level. At this stage, the 

mean square error for predicting recovered cases using the LM learning method is 0.026. To predict the 

deaths, this value is 0.048 and 0.037 for LM and SCG learning methods, respectively. Henceforth, the model 

behavior and error rate remain almost constant and the zigzag mode is not observed in the plot. 

 

3.3.  Predicting the status of the active patients 

Because the best predictive model of the recovered cases was created using the LM learning 

algorithm, consisting of 15 hidden layer neurons and 25-time delays, these settings were used to construct a 

predictive model of the probability of recovery of active cases. The LM-based death prediction model 

settings consist of 15 hidden layers and 40-time delays and are more sensitive. Thus, this setting was used to 

construct the predictive model of the probability of death of active cases. The whole Alpha dataset (includes 

information from January 22 to March 9, 2020) was used to train and evaluate each model with an 85%-15% 

training-validation partition. The trained model was then run on the new test set containing 265 records. By 

adding the Date variable to 265 records and setting it to the next month, in this case, April 9, 2020, we can 

predict the status of active patients in the coming month. The results of the continental implementation are 

presented in Table 4. For each type of case on each continent, the number of actual and predicted COVID-19 

cases and the absolute errors of these two values are reported. The last column shows the MAE of the 

proposed model in predicting the type of COVID-19 cases on each continent. Accordingly, the lowest MAE 

of the model is obtained for South America and Australia with 3 and 3.33, respectively. The highest MAE is 

for North America with 74.67. In predicting the number of areas that will have new confirmed cases of 

COVID-19on April 9, 2020, the lowest MAE is for Europe with 1 area and the worst for North America with 

126 regions. In predicting the number of regions leading to death, the best predictions are for Africa and Asia 
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with a MAE of 2 and the worst case for Europe with a MAE of 28. To predict the areas where people will 

recover, the best prediction is for Australia with one area difference and the worst for North America with 79 

areas. Globally, the best outcome among the predictions of areas with confirmed, recovery, and death is 

related to the prediction of death with 13 cases. 

 

 

Table 4. Prediction of the state of active COVID-19 patients by the proposed model 
Row Continent Confirmed Recovered Death MAE 

Predicted Actual AE Predicted Actual AE Predicted Actual AE 

1 Africa 13.00 26.00 13 6.00 15.00 9 5.00 7.00 2 8.00 

2 Asia 86.00 41.00 45 54.00 40.00 14 17.00 19.00 2 20.33 

3 Australian 13.00 8.00 5 8.00 7.00 1 5.00 1.00 4 3.33 

4 Europe 56.00 55.00 1 34.00 39.00 5 11.00 39.00 28 11.33 

5 North America 150.00 24.00 126 87.00 8.00 79 33.00 14.00 19 74.67 

6 South America 11.00 11.00 0 5.00 10.00 5 3.00 7.00 4 3.00 

 World 329 165 164 194 119 75 74 87 13 84.00 

 

 

Figure 4 shows the actual and predicted percentage of the areas that will encounter the occurrence of 

each of the three types of death, recovered, and confirmed cases on April 9, 2020. This figure shows the 

percentage of occurrence of each type on each continent. In predicting areas with confirmed cases, the best 

accuracy was obtained in Africa and Australia with 100%. In predicting areas with death cases, the best 

accuracy was obtained in Africa with 93.75%, and the best recovery prediction was achieved for Europe with 

95.66%. In addition, Figure 5 shows the distribution of different predicted types of COVID-19 cases in the 

next month across the world. 

 

 

 
 

Figure 4. The actual and predicted percentage of occurrences of confirmed, recovered, and death cases 

around the world on April 9, 2020 
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Figure 5. Distribution of death, recovery, and active COVID-19 infected patients across the world 

 

 

4. DISCUSSION 

In this study, the COVID-19 dataset derived from the JHU CSSE datasets of COVID-19, from 

January 22 to March 9, 2020, was used. This dataset contains 3,436 records from 265 different geographic 

regions. Each record stores the information about code_zone, latitude, longitude, cases, and type of  

COVID-19 cases. The significance of latitude and longitude with type (confirmed-death-recovered) variable 

with 99% confidence interval were evaluated by the Kruskal Wallis test. There was a significant relationship 

between latitude and longitude and the status of covid-19 patients (P<0.001). Therefore, we entered these 

features into the prediction models. 

Neural networks are known as an accurate and powerful tool for solving complex and nonlinear 

problems and predictive models [45]. Thus, a time-series prediction model was designed using a neural 

network algorithm. This is an efficient method for predicting the status of confirmed, death, and recovered 

cases of COVID-19. 

After training the models on data from January 22 to February 27, 2020, the models were tested on 

data from February 28 to March 9, 2020. The sensitivity, specificity, and accuracy of the model on the test 

set were 96.38%, 99.03%, and 98.3%, respectively, to predict the recovery. The sensitivity was 85.06%, 

specificity was 96.1%, and accuracy was 95.13% for mortality prediction. These results indicate that this 

model is very suitable for predicting COVID-19 status. 

The strength of the proposed model is that it does not require retraining to predict mortality or 

recovery of affected areas in the short term. Since the training of neural network models is time-consuming, 

eliminating the training time allows us to predict the situation of the next day of the regions with high speed 

and accuracy by providing daily information. In this study, we evaluated the proposed model as a pilot to 

predict the state of the regions for 12 consecutive days. The accuracy was higher than 95% in both models of 

death and recovery prediction. Daily prediction of death and recovery status of affected areas is important in 

the management of medical staff and timely measures. 

In the second part of the prediction, information about one month after the selected period, i.e. April 

9, 2020, for each continent, is expressed in terms of the number and percentage of infected areas. The results 

of the proposed model were compared with the actual data in the updated JHU CSSE datasets of COVID-19. 

In Africa, for all three types of recovered, deaths, and confirmed cases, the proposed method had maximum 

and minimum prediction error of 13 and 2 geographical areas, respectively. In Asia, for all three types of 

recovered, deaths, and confirmed cases, the proposed method had maximum and minimum prediction errors 

of 45 and 2, respectively. In Australia, for all three types of recovered, deaths, and confirmed cases, the 

proposed method has maximum and minimum prediction errors of 5 and 1, respectively. In Europe, for all 

three types of recovered, deaths, and confirmed cases, the proposed method had maximum and minimum 

prediction errors of 28 and 1, respectively. In North America, for all three types of recovered, deaths, and 
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confirmed cases, the proposed method had maximum and minimum prediction errors of 126 and 19, 

respectively. In South America, for all three types of recovered, deaths, and confirmed cases, the proposed 

method had maximum and minimum prediction errors of 5 and zero, respectively. The mean absolute 

percentage error of all three types is 4.17% in Africa, 9.19 % in Asia, 8.65% in Australia, 12.29% in Europe, 

12.14% in North America, and 12.41% in South America. According to Figure 4, after aggregating the 

results of all continents, for all three types of confirmed, death, and recovered in the world, the proposed 

model had a maximum prediction error of 164 geographical areas and a minimum of 13 geographical areas. 

The maximum absolute percentage error for the world is 11.05%. 

Another limitation of this study is the use of data from all countries involved in COVID-19, while 

each country has its own protocol for testing and identifying patients. However, in general, this is the only 

global dataset for COVID-19 that has been used in other studies [17], [29], [34], [46]–[48]. Also, in the 

proposed model, the past information of each country has been used to predict the COVID-19 status of that 

country, and this reduces the mentioned limitation. It is suggested that if the area is specifically defined, 

variables such as temperature and humidity, weather conditions, and population density of the area should be 

used in creating the model. 

 

 

5. A DATA SHARING STATEMENT 

Dataset is public and available on Johns Hopkins University Center for Systems Science and 

Engineering (JHU CCSE). Novel coronavirus (COVID-19) cases [49]. 

 

 

6. CONCLUSION 

COVID-19 has been dramatically spreading around the world during an epidemic, the speed of 

information gathering and information dissemination is crucial to the containment of the threat. The mortality 

or recovery of patients in a region/country or continent should be predicted because it helps with timely 

action and medical decisions. In addition, resource management will be more effective if that the trend of 

mortality or recovery in an area is predicted in the next week or two. Since epidemiological models such as 

SIR are not able to accurately predict mortality and recovery of COVID-19 cases, we presented a more 

complex model based on machine learning methods using the COVID-19 Cases dataset provided by Johns 

Hopkins University. Therefore, due to the time-series nature of COVID-19 data, a neural network-based 

time-series method is presented to predict the mortality or recovery status of COVID-19 cases in different 

geographical areas around the world. In addition, we used the proposed model to estimate the status of 

COVID-19 active cases in the next month. 

Although almost the same preventive measures have been taken in almost all areas infected with 

COVID-19, in some areas the death or recovery of patients is very different. The prediction of recovery or 

death of patients affects the decision of the authorities given the burden of the disease on people's anxiety and 

the economy. This study almost comprehensively analyzes COVID-19in terms of: i) predicting the final 

status of patients (recovery or death) and ii) the effect of the longitude and latitude of the infected areas on 

the final status of active cases separately for each region and continent. Our results indicate that the model 

might be generalized in similar pandemics considering that the proposed model does not depend on the 

clinical characteristics of the disease and predicts the condition of patients based on the disease pattern in a 

region and other infected areas around the world. 

The importance of designing such models can be considered for several reasons: i) at the beginning 

of epidemics, the outbreak does not occur simultaneously all over the world so the information about the 

outbreak is available for all regions. Therefore, if there are models that can predict the conditions of an area 

in the coming weeks based on the disease behavior pattern in neighboring areas, preventive measures can be 

taken to prevent the spread of the disease more effectively and ii) due to the unknown nature of the disease 

and the factors affecting it, the existence of models that can predict the final status of patients based on non-

clinical information can help administrators to manage the allocation of resources and medical staff in 

affected areas, and thus increasing the quality of services and reducing the community anxiety. The high 

accuracy of the proposed model in predicting the recovery and death in the next 2-week indicates that the 

proposed model can be used in the event of other pandemics in the future and can guide planning and 

resource allocation for prevention, treatment, and palliative care. 
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