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 The evolution in gadgets where various devices have become connected to 

the internet such as sensors, cameras, smartphones, and others, has led to the 

emergence of internet of things (IoT). As any network, security is the main 

issue facing IoT. Several studies addressed the intrusion detection task in 

IoT. The majority of these studies utilized different statistical and  

bio-inspired feature selection techniques. Deep learning is a family of 

techniques that demonstrated remarkable performance in the field of 

classification. The emergence of deep learning techniques has led to 

configure new neural network architectures that is designed for the feature 

selection task. This study proposes a deep learning architecture known as 

auto-encoder (AE) for the task of feature selection in IoT intrusion detection. 

A benchmark dataset for IoT intrusions has been considered in the 

experiments. The proposed AE has been carried out for the feature selection 

task along with a simple neural network (NN) architecture for the 

classification task. Experimental results showed that the proposed AE 

showed an accuracy of 99.97% with a false alarm rate (FAR) of 1.0. The 

comparison against the state of the art proves the efficacy of AE. 
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1. INTRODUCTION  

The last decade has witnessed a dramatic evolutions in gadgets where wide range of devices have 

become connected to the internet such as sensors, cameras, smartphones and others [1]. Such evolution has 

led to the emergence of internet of things (IoT) as a new research area that explores the utilization of the 

massive number of connected devices in order to perform specific tasks [2]. One of the IoT applications is 

the smart house that can take the advantage of cameras, sensors, and smartphone to build an intelligent 

system for alerting the owners regarding suspicious and emerging events that could happen during his 

absence. In addition, a framework for a smart hospital is also proposed by utilizing medical devices to 

determine the priority and emergency list of patients [3].  

This massive evolution of technology has brought numerous challenges, one of the concerning 

challenges is the security. The protection of IoT network from traditional threats or intrusions such as viruses, 

worms, Trojan horses and others is the main challenge [4]. The security is representing an essential demand 

especially if the IoT network is related to medical or private agencies which makes the violation of private 

information is intolerable [5].  

In fact, intrusion detection (ID) is a research field that is examining the identification of any 

abnormal activity conducted in certain networks [6]–[9]. ID has been investigated extensively in the last two 

https://creativecommons.org/licenses/by-sa/4.0/
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decades where wide range of techniques have been proposed for the detection task. However, the intrusions 

on specified networks such as the IoT would have different characteristics which requires new techniques 

that can address these differences.  

One of the significant techniques that can address the characteristics of IoT intrusion detection is the 

feature selection where the aim is to analyze the features of IoT intrusions in order to identify the most 

important subset of features. Recently, many researchers have examined the feature selection in IoT detection 

for example, Gharaee and Hosseinvand [10] have examined the problem of dimensionality of feature space 

within the intrusion detection in IoT. The authors have focused on the challenging task of reducing the false 

positive rate within the intrusion detection. For this purpose, the authors have proposed a combination of 

genetic algorithm (GA) as a feature selection/reduction technique along with support vector machine (SVM) 

classifier. The dataset used in the experiments was UNSW-NB15 in which the average accuracy of detection 

was 93.25% with a false alarm rate (FAR) of 8.6. 

Similarly, Khammassi and Krichen [11] have proposed a feature selection approach based on a 

wrapper technique. The authors have attempted to identify the most significant features that might impact the 

accuracy of intrusion detection. Therefore, a wrapper technique has been used where a genetic algorithm is 

being used as a feature selection approach with decision tree (DT) as a classification method. The dataset 

used in the experiments was UNSW-NB15 where the best subset of features has acquired an accuracy of 

81.42% with a FAR of 6.39. 

Apart from the traditional meta-heuristic feature selection approaches, Moustafa and Slay [12], have 

proposed an association rule mining technique for the feature selection/reduction in IoT intrusion detection. 

The proposed method has concentrated on central points of significant attributes that impact the detection of 

intrusion. The dataset used in the experiments was UNSW-NB15 where the average accuracy obtained by the 

proposed method was 83% with a FAR of 14.2.  

Similarly, Mogal et al. [13] have utilized the Apriori algorithm in order to determine the most 

significant features within IoT intrusion detection. The proposed algorithm has conducted to rank the features 

based on its significance where the irrelevant ones will be dismissed. After that, two classifiers of naïve 

Bayes and logistic regression have been used to classify the data instances based on the selected features. The 

dataset of UNSW-NB15 has been used where the average accuracy obtained by the proposed method was 

90% with a FAR of 10.5. 

Another study that addressed the feature selection in IoT intrusion detection conducted by 

Papamartzivanos et al. [14] where a combination of genetic algorithm and decision tree has been proposed 

for this purpose. GA has been applied in order to make rule induction for the rules produced by the DT. As 

all the studies on IoT intrusion detection, the UNSW-NB15 dataset has been used in the experiments. Results 

of accuracy for the best subset of features showed 84.33% with a FAR of 8.9. 

In the same regard, Hajisalem and Babaie [15] have proposed a combination of artificial bee colony 

(ABC) and artificial fish swarm (AFS) algorithms in order to accommodate a holistic feature selection task 

on IoT intrusion detection. The authors have taken the advantage of the two algorithms in order to find the 

best solution of features. Finally, an association rule classifier of classification and regression trees (CART) 

has been used to classify the intrusion based on the selected features. UNSW-NB15 dataset has been used in 

the experiments with an average accuracy of 85% with a FAR of 14.9.  

On the other hand, some authors have used the feature selection approaches in order to improve the 

classifiers themselves in IoT intrusion detection. For example, Tama and Rhee [16] have proposed a grid 

search algorithm in order to search for the best parameters of classifiers. In fact, every classifier its own 

parameters, and sometimes, it is difficult to examine every parameter individually. Therefore, the proposed 

grid search has been used to identify the best parameters for three classifiers including neural network (NN), 

SVM and fuzzy classifier. Results showed that the proposed grid search has improved all the classifiers in 

which the combination of grid search and neural network has got the highest accuracy on UNSW-NB15 

dataset where the average accuracy was 82.6% with a FAR of 16.2. 

Ullah and Mahmoud [5] have proposed a linear method for the feature selection which is called 

recursive feature elimination (RFE) for the task of IoT intrusion detection. The proposed method will 

iteratively divide the feature space into much smaller subsets and recursively evaluate each feature. UNSW-NB15 

dataset has been used in the experiment and the average accuracy obtained was 97% with a FAR of 7.8. 

Dwivedi et al. [17] proposed a combination of grasshopper optimization algorithm (GOA) and simulated 

annealing (SA) for IoT intrusion detection. An SVM classifier has been used as a fitness function. Result of 

accuracy using UNSW-NB15 was 98.85% with FAR of 0.084. Kasongo and Sun [18] proposed a feature 

selection technique based on XGBoost algorithm for IoT intrusion detection. The authors have examined 

different classifiers such as artificial neural network (ANN), DT, k-nearest neighbors algorithm (k-NN), 

SVM and DT. Using UNSW-NB15 dataset, DT obtained the highest accuracy of 90.85%. 
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Moualla et al. [19] proposed a feature selection technique based on extra trees classifier for IoT 

intrusion detection. Consequentially, the authors have utilized the extreme learning machine for the 

classification task. Using UNSW-NB15 dataset, the proposed method showed an accuracy of 98.43%. As 

noticed from the state of the art in feature selection for IoT intrusion detection, most of the studies have 

relying on traditional methods such as the rule-based and meta-heuristic. The drawback behind these methods 

lies on its inability to find optimal solution where the best subset of the features can be identified.  

This study proposed the auto-encoder as a feature selection approach in IoT intrusion detection in 

order to improve the accuracy of classification by enhancing the feature learning. A benchmark dataset of 

IoT intrusions has been considered in the experiments. In addition, different normalization tasks have been 

conducted including irrelevant attribute removal and converting categorical attributes into numeric ones. 

After that, the proposed AE has been carried out where the connection features have been processed as an 

input and the same features have been processed as an output. Within the hidden layer, the reduced feature 

space or the selected features is being acquired. Based on such selected features, a simple neural network will 

be fed to classify the connection into its class label. Using various hidden size for the proposed AE 

architecture, results of accuracy and FAR showed superiority for the proposed AE over the traditional feature 

selection techniques where the best results have been obtained when the hidden size was 4 by achieving an 

accuracy of 99.97% with a 1.0 of FAR. 

 

 

2. PROPOSED METHOD 

The framework of the proposed method is composed of four stages as shown in Figure 1. The first 

stage tackles the details of the datasets where a full description is being provided for such dataset. Second 

stage aims to accommodate normalization tasks that are intended to remove unnecessary data and transform 

the data into much suitable formant. Third stage aims to apply the proposed AE for feature reduction. The 

final stage aims to apply the classification using NN classifier.  

 

 

 
 

Figure 1. Framework of the proposed method 

 

 

2.1.  UNSW-NB15 dataset 

The key challenge in any intrusion detection system lies on the availability of historical data that 

describes the intrusion features. Several datasets have been proposed for this purpose including KDD-CUP99 

[20] and NSL-KDD [21]. Yet, the dramatic evolution on network technologies has facilitated toward the 

emergence of new attacks and threats. Therefore, both KDD-CUP99 and NSL-KDD would seem to be 

obsolete. Hence, this study will examine a recent dataset which known as UNSW-NB15 [22]. What can 

discriminate this dataset from the previous ones, is that UNSW-NB15 contains new threats and attacks like 

Shellcode which aims to take advantage of specific software in a certain network. Table 1 describes the 

connection class in UNSW-NB15. 
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This stage aims to utilize the benchmark dataset of UNSW-NB15. Unlike previous datasets of 

intrusion detection such as KDD-CUP99 and NSL-KDD where the simulation was conducted using 

traditional networks, UNSW-NB15 dataset is a simulation for both normal connections and intrusions that 

might target modern networks such as wireless sensor networks (WSN) and internet of things (IoT) [23]. The 

key distinguish between this dataset from the previous ones lies on the new threats and attacks that have been 

introduced such as Shellcode which aims to exploit specific software in a particular network. Table 1 shows 

the classes (i.e., attacks) that have been depicted in the dataset. While Table 2 depicts the features of  

UNSW-NB15. 

 

 

Table 1. Classes and attacks of UNSW-NB15 dataset 
No. Attacks/Classes Description 

1. Fuzzers Targeting networks with data generated randomly 

2. Analysis Associated with scanning and probing attacks 

3. Backdoors Searching for vulnerabilities in network 
4. DoS Ultimate exploitation of network resources 

5. Exploits Searching for vulnerabilities in operating system 
6. Generic Attacks associated with block ciphers and their keys 

7. Reconnaissance Attacks that intended to gather information 

8. Shellcode Taking advantage of specific software in a network 
9. Worms Replicates itself to spread a network computer 

10. Normal Legitimate connections 

 

 

Table 2. Feature description of UNW-NB15 
Feature Type Quantity Description 

Flow Features 5 Features related to IP and Port details 
Basic Features 13 Features related to protocol and service used by the connection 

Content Features 8 Features related to size of transmitted and received packets 

Time Features 9 Features related to connection time intervals 
Connection Features 8 Features related to connection sessions 

Total 43 

 

 

As represented in Table 2, UNSW-NB15 contains five types of features. The first type which is the 

flow features where the characteristics of IP and port are being examined. In addition, the second type is the 

basic features which are associated with protocol and service used by the connection. The third type is the 

content features which are associated with the size of transmitted and received packets. The fourth type is the 

time features which are associated with connection time intervals. Finally, the fifth type is connection 

features which are associated with connection session details. Table 3 shows the general statistics of  

UNSW-NB15 dataset.  
 

 

Table 3. Statistics of UNSW-NB15 
Attributes Details 

Total number of Connections 257,673 

Training connections number 175,341 
Testing connections numbers 82,332 

Number of features 43 
Number of attacks 9 

Number of classes 10 (9 attacks with 1 Normal class) 

 

 

2.2.  Pre-processing 

Unlike old datasets such as KDD-CUP99 or NSL-KDD where numerous noisy data is being located 

along with redundant records, the UNSW-NB15 dataset has been carefully designed. However, there are still 

some issues need to be tackled in such dataset. Therefore, this section aims to examine these issues. Table 4 

shows a sample of connections from the dataset.  

As shown in Table 4, multiple connections brought from the dataset. First observation would reveal 

that there are various features for each connection for example, the ID of such connection, its protocol, its 

service, and the duration of the connections. Lastly, there is a column for the class label where the connection 

is being categorized into ‘normal’ or any intrusion classes such as ‘exploits’ or ‘DoS’. Another attribute 

related to the class is located also which is the ‘Binary Class’. Such attribute contains only two values either 

‘0’ for normal connection, or ‘1’ for the intrusion classes.  
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Table 4. Sample of connections from UNSW-NB15 dataset 
Connection ID Protocol Service Duration …. Class Class (Binary) 

1 TCP FTP 0.121478  Normal 0 
2 TCP HTTP 0.649902  Normal 0 

3 UDP HTTP 1.623129  Exploits 1 
4 TCP HTTP 1.681642  Normal 0 

5 UDP FTP 0.449454  DoS 1 

 

 

Now, some attributes are not needed within the machine learning processing such as the ID in which 

the ID cannot indicate the status of any connection. In addition, the datatypes within the features are vary, 

this can hinder the machine learning from gaining a good training of such features. Hence, some 

normalization tasks are needed. 

The first task aims to filter the attributes. There are some attributes that do not have any importance 

in terms of identifying the status of a connection. The first attribute is the ID in which the identification 

number of the connection would not have any significance in terms of determining the connection status. In 

addition, the ‘Binary class’ attribute is also unnecessary because it has only binary values (0 for normal 

connection and 1 for intrusion). In order to train the machine learning adequately, all the classes should be fed. 

Therefore, the aforementioned attributes must be removed. Table 5 depicts removing the unnecessary attributes.  

 

 

Table 5. Removing unnecessary attributes 
Protocol Service Duration …. Class 

TCP FTP 0.121478  Normal 

TCP HTTP 0.649902  Normal 
UDP HTTP 1.623129  Exploits 

TCP HTTP 1.681642  Normal 
UDP FTP 0.449454  DoS 

 

 

Note that, the number of features after removing the unnecessary attributes is 43 along with one 

attribute for the class label. The second task is the attribute transformation. In fact, the features contain 

variant datatypes where some attributes consist of numeric values (e.g., 0.12), while other attributes consist 

of nominal values (e.g., ‘FTP’ and ‘TCP’). For adequate feature learning in MLT, it is important to transform 

the attributes. In this regard, the one-hot encoding approach is being used to turn the nominal values into 

numeric [24]. Table 6 shows an example of applying one-hot encoding on the data in Table 5. 

 

 

Table 6. Example of applying one-hot encoding 
Protocol_TCP Protocol_UDP Service_FTP Service_HTTP Duration …. Class 

1 0 1 0 0.121478  Normal 

1 0 0 1 0.649902  Normal 

0 1 0 1 1.623129  Exploits 
1 0 0 1 1.681642  Normal 

0 1 1 0 0.449454  DoS 

 

 

As shown in Table 6, the one-hot encoding was intended to examine all the possible values in 

nominal attribute and then, turn these values into independent/additional attributes. For example, the 

‘Protocol’ attribute was containing two values including ‘TCP’ and ‘UDP’ thus, the attribute has been 

divided into two attributes including ‘Protocol_TCP’ and ‘Protocol_UDP’. Once the nominal attributes are 

being splitted based on its values, the matching value will be filled with ‘1’ while the mis-match will be 

represented as ‘0’. In this way, the datatype of all attributes will be unified into numeric values. Note that, 

after splitting the nominal attributes, the number of features has been increased into 196 attributes.  

 

2.3.  Auto-encoder (AE) 

Auto-Encoder is one of the Neural Network architectures that has been recently examined in terms 

of feature selection. In fact, any neural network would have three main layers including input, hidden and 

output. The input is the layer that takes the features of a connection, while the output layer would represent 

the class label of the connection. However, the hidden layer is the part of neural network where the features 

are being analyzed to find the deep relationship among them. 

In contrast, the main aim behind AE is to learn a compressed and distributed representation of a 

given data [25]. In other words, AE aims to process a data as input and output the same data itself. Let 
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assume a feature row from the sample in Figure 2, AE will process such feature row in which the input will 

be the features and the output are the same features. As shown in Figure 2, the input of AE are the features of 

a connection, while the output are the same values of the features. The first layer is also known as encoding 

within the AE where the data is being encoded until getting the coding and then, decoding the data. 

 

 

 
 

Figure 2. Feature selection via AE architecture 

 

 

In order to understand such mechanism, the input weights will be initiated with random values, then 

the hidden will be computed. After that, the hidden weights will be initiated with random values to compute 

the output. After considering an activation function, the predicted output will be compared against the actual 

output to calculate the error. If there is error, the Backpropagation will be used to reduce the error rate until 

predicted output corresponds the actual output. Once the error is being minimized to zero where precited 

output is identical to the actual output, the hidden neuron values will be considered as the selected and 

reduced feature space as shown in Figure 2. Note that, the type of AE used in this study is symmetry where 

the encoder and decoder have the same number of neurons. 

 

2.4.  Neural network classification 

After acquired the selected features by the proposed AE, a simple neural network will be used to 

classify the connections into intrusion and normal. As shown in Figure 3, the input of this neural network is 

the set of selected features produced by the proposed AE. As shown in Figure 3, F1 and F2 refers to the 

selected features produced by the AE architecture. In other words, these features are the value of the hidden 

nodes in AE after training it extensively. 

 

 

 
 

Figure 3. Classification using NN 

 

 

3. RESULTS AND DISCUSSION 

Since this study is utilizing neural network as a classification and auto-encoder as a feature 

selection. Which also a neural network thus, there are numerous parameters that should be determined. 

Following subsection will show the experiment setting alongside the results. 

 

3.1.  Experiment setting 

Since both input and the output of AE are articulating the features of the connection thus, their 

length would be equivalent to the number of features. As mentioned earlier, the number of features within 

UNSW-NB15 dataset is 43. However, this study has applied the one-hot encoding to transform the attributes. 
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Hence, the number of attributes has been increased into 196. Therefore, both input and output layer have 196 

neurons. On the other hand, the hidden layer used in the study was a single layer with different size of 

neurons. In fact, the hidden layer of AE is considered to be the reduced dimension of features therefore, it is 

necessary to examine different number of hidden neurons. Table 7 depicts the details of the three layers.  

 

 

Table 7. AE architecture details 
AE Layer Size Details 

Input Layer  196 Length of connection features in UNSW-NB15 dataset 

Hidden layer 4, 5, 10, 20, and 30 Experimenting  
Output layer 196 Length of connection features in UNSW-NB15 dataset 

 

 

As shown in Table 7, the hidden layer size has been set to different values for experimenting the 

most accurate results. The way of choosing these values lies on the fact that feature selection requires 

selecting lower dimension. According to Luo et al. [26], it is recommended for any feature selection task to 

examine number of features that lower fourth or fifth times the whole feature space. Since the feature space 

in our study is 196 thus, the experiments have begun with 30 number of features. This has been followed by a 

descending task in order to examine lower dimension of features including 20 and 10. Finally, for both 4 and 

5 number of features, it was recommended by the study of Zhang et al. [27] that AE performs better with tiny 

numbers for the hidden layer size.  

Unlike the traditional feature selection techniques where the output is a subset of features, the 

selected features in AE take different form. Similar to principle component analysis (PCA), AE will 

summarize the features with lower dimension using mathematical values [25]. These values are depicted in 

the hidden nodes of the AE and it can summarize or generalized the feature space. 

Once the proposed AE produces the best features, another simple neural network will be used to 

classify the connection into intrusion and non-intrusion. Such neural network would have three layers 

including input, hidden and output. The input is considered to the selected features produced by AE, while 

the output is the class label whether the connection is intrusion or non-intrusion. The hidden layer here will 

represent the feature learning step where the features from the input layer is being learnt. Apparently, the size 

of input layer is simply equivalent to the size of hidden layer in AE, while the size of output layer is simply 

the number of class labels which is 10. However, for the hidden layer size, there are different approaches to 

get the size. This study has utilized the approach of averaging input and output which can be calculated as 

shown in (1) [28]. Table 8 represents the size of the three layers used by NN. 

 

ℎ𝑖𝑑𝑑𝑒𝑛 𝑠𝑖𝑧𝑒 =  
𝑖𝑛𝑝𝑢𝑡 𝑠𝑖𝑧𝑒+𝑜𝑢𝑡𝑝𝑢𝑡 𝑠𝑖𝑧𝑒

2
 (1) 

 
 

Table 8. NN classification architecture details 
NN Layer Size Details 

Input Layer  4, 5, 10, 20, and 30 Hidden layer size of AE 

Hidden layer Input + output / 2 The mean average between input size and output size 
Output layer 10 Number of class labels 

 

 

After determining the length of each layer within AE and NN, it is important to mention the 

activation functions used by both architectures. The activation function used by AE was the rectified linear 

units (ReLU) which can be calculated as (2). 
 

𝑅𝑒𝑙𝑢(𝑥) = max (0, 𝑥) {
𝑖𝑓 𝑥 < 0        0
𝑖𝑓 𝑥 ≥ 0       𝑥

 (2) 

 

According to Krizhevsky et al. [29], ReLu has remarkable performance with deep learning architecture. 

Therefore, it has been used with the proposed AE. On the other hand, the NN classification has utilized the 

Logistic Sigmoid which can be calculated as (3). 
 

𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) =
1

1+𝑒−𝑥 (3) 

 

The last parameter related to the neural network architecture is the number of epochs. In fact, epoch 

is the iteration required to accommodate error-tuning by changing the weights’ values in order to reduce the 

error rate. Table 9 shows the number of epochs. 
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Table 9. Number of epochs for each neural network architecture 
Architecture Number of Epochs 

AE Experimenting (100 to 1200) 

NN 1 

 

 

In fact, determining the number of epochs is a challenging issue. It is a common agreement that 

selecting a greater number of epochs would lead to better result of accuracy. This is because the greater 

number of epochs would contribute toward minimizing the error rate which directly improve the accuracy. 

However, in order to get an efficient performance, it is better to get a high accuracy as much as possible 

using the minimal number of epochs.  

In this regard, this study has utilized different values for the epoch number for the proposed AE (i.e., 

from 100 iterations to 1200). Yet, for the NN classification, only one epoch has been selected. The reason 

behind that is that the AE would have extensively trained on the data in order to produce the most accurate 

sub-set of features. Hence, there is no need for exhausted training conducted on the NN classification. On the 

other hand, the evaluation will be based on accuracy and false alarm rate (FAR) [30]. Accuracy refers to the 

correctly classified connection in respect to all the connections and it computed as (4): 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛𝑠
 (4) 

 

where TP and TN are the correct classified instances of intrusions and normal connections. While FAR refers 

to the ratio of the incorrectly classified connections in respect to all the connections which can be calculated 

as (5): 

 

𝐹𝑎𝑙𝑠𝑒 𝐴𝑙𝑎𝑟𝑚 𝑅𝑎𝑡𝑒 (𝐹𝐴𝑅) =  
𝐹𝑃

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛𝑠
 (5) 

 

where FP is the number of incorrectly classified connections.  

 

3.2.  General investigation for feature number 

Before applying the proposed AE, it is necessary to initiate a strategy for selecting the required 

number of features (i.e., Hidden size of AE). Since the length of input and output layers is 196 thus, the 

hidden size, or the reduced feature space, must be less than 196. Hence, there are numerous probabilities to 

select (i.e., from 1 to 198). In this regard, this section will accommodate a general investigation where three 

number of features are being used to highlight the performances. After reviewing these features numbers, the 

results of accuracy and FAR would contribute whether to increase or decrease the number of features. For 

this purpose, the number of features has been set to 10, 20 and 30. 

As shown in Table 10, the accuracies for the three feature numbers have been increased as the 

number of epochs were increased. However, the highest accuracy depicted by 10 number of features where 

the accuracy was 81.45%. In terms of FAR as shown in Table 10, all the number of features showed similar 

rates of FAR in which the values have been decreased as the number of epochs increased where the minimal 

value of FAR was 1.0. This can demonstrate that the best number of features selected was 10 where it has the 

highest accuracy. Therefore, the best choice is to examine lower dimension of features. Hence, next section 

will depict such examination. 

 

 

Table 10. Results of large number of features 
Epoch No. Features =30  Features = 20  Features = 10 

Accuracy FAR  Accuracy FAR  Accuracy FAR 

100 0.0780 26.5264  0.1318 57.4522  0.1269 57.1282 

200 0.3421 6.8484  0.1715 32.6364  0.1857 32.4523 
300 0.5836 1.7681  0.2388 18.5394  0.2413 18.4349 

400 0.5664 1.0  0.6516 10.5316  0.6820 10.5316 

500 0.5471 1.0  0.8037 5.9826  0.7498 5.9826 
600 0.6782 1.0  0.7913 3.3984  0.7493 5.9488 

700 0.6697 1.0  0.7605 1.9305  0.8145 3.3984 
800 0.6682 1.0  0.7520 1.0966  0.7027 1.9196 

900 0.6631 1.0  0.7514 1.0  0.7032 1.0966 

1000 0.6504 1.0  0.7520 1.0  0.7035 1.0 
1100 0.6410 1.0  0.7525 1.0  0.7038 1.0 

1200 0.6384 1.0  0.7529 1.0  0.7037 1.0 
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3.3.  Specifying feature number 

As shown in the previous section, the lowest number of features showed the best accuracy. 

Therefore, this section will examine multiple number of features that are less than 10. Table 11 shows the 

results. As shown in Table 11, when number of features was 4, the accuracy has reached to 99.97% compared 

to the maximum accuracy obtained when the number of features was 5 which is 90.33%. This can prove that 

4 number of features is the most accurate reduction of the features produced by AE. Finally, for FAR, both 

number of features showed similar performance where the minimal value of FAR was 1.0. 

 

 

Table 11. Results of lower feature number 
Epoch No. Features = 5  Features = 4 

Accuracy FAR  Accuracy FAR 

100 0.1433 57.4522  0.0103 57.4522 

200 0.1844 32.6364  0.0122 32.6364 
300 0.2286 18.5394  0.0292 18.5394 

400 0.7205 10.5316  0.1347 10.5316 

500 0.7977 5.9826  0.9834 5.9826 

600 0.8014 3.3984  0.9972 3.3984 

700 0.8717 1.9305  0.9990 1.9305 
800 0.8944 1.0966  0.9993 1.0904 

900 0.8954 1.0  0.9995 1.0 
1000 0.8977 1.0  0.9996 1.0 

1100 0.9002 1.0  0.9996 1.0 

1200 0.9033 1.0  0.9997 1.0 

 

 

Comparing the best results achieved by the proposed AE which was at 4 number of features against 

the related work is necessary. For instance, Gharaee and Hosseinvand [10] has obtained an accuracy of 

93.25% with a FAR of 8.6 using the original GA with DT classifier. As well as, Papamartzivanos et al. [14] 

obtained an accuracy of 84.33% with a FAR of 8.9 using GA with DT. Additionally, Ullah and Mahmoud [5] 

have obtained an accuracy of 97% with a FAR of 7.8. Recently, Dwivedi et al. [17] obtained an accuracy of 

98.85% with a FAR of 0.084, Kasongo and Sun [18] acquired an accuracy of 90.85%, and lastly, Moualla et 

al. [19] got an accuracy of 98.43%. Apparently, the proposed method has outperformed all the related work 

in terms of both accuracy and FAR. It is worth mentioning that most of the related work were based on either 

statistical or bio-inspired feature selection techniques. Since the proposed method is based on neural-

network-based feature selection, it can be noticed that the deep learning architectures are outperforming the 

traditional feature selection techniques. 

 

 

4. CONCLUSION  

This study has successfully proposed and implemented AE for the task of feature selection in IoT 

intrusion detection. The novelty of this study is represented in examining a neural-network-based feature 

selection rather than the traditional bio-inspired feature selection technique. Results of applying AE showed a 

remarkable enhancement on the accuracy and FAR where the accuracy has been increased by approximately 

3% compared to the state of the art, while FAR has been reduced by approximately 6.0. Experimenting 

different parameter settings for the AE such as the hidden layer, hidden neurons and activation function 

would reveal improvements in the future researches. 
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