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 The paper presents an intelligent system to enhance mass lesions in digitized 

mammogram images. This system can assist radiologists in detecting mass 

lesions in mammogram images as an early diagnosis of breast cancer. In this 

paper, the early detection of mass lesion is visually detected by enhancing 

mass lesions in mammogram images using hybrid neuro-fuzzy technique. 

Fuzzified engine is proposed as a first step to convert all pixels in 

mammogram image to a fuzzy value using three linguistic labels. After that, 

artificial neural networks are used instead of the inference engine to 

accurately detect the mass lesions in the mammogram images in a short 

time. Finally, five linguistic labels are used as a defuzzifier engine to restore 

the mammogram image. Processed mammogram images are extensively 

evaluated using two different types of mammogram resources, 

mammographic image analysis society (MIAS) and University of South 

Florida (USF) databases. The results show that the proposed intelligent 

computer aided diagnosis system can successfully enhance the mass lesions 

in mammogram images with minimum number of false positive regions. 
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1. INTRODUCTION 

Breast cancer is the at most early death in women [1]. Now a days, the most significant tool in order 

to detect and monitor breast cancer is using conventional mammography [2]. Microcalcification and mass 

lesions are the most significant indications of malignancy using mammography. Microcalcifications are 

defined as a little fleck of calcium, normally smaller than 1 mm in size, this can be shown as bright white 

dots versus dark and black atmosphere on the mammogram. A cluster of microcalcifications is a sign of 

cancer. Otherwise, mass lesion cells are bigger than macrocalcifications, also it could consist of various kinds 

and signs [3], [4]. The size of mass lesion cells differs ranged from 1 mm to few cm, and the shape also 

varied from circumscribed to speculated [5]. 

Analyzing mammograms is not an easy task for radiologists. Their decision relays on their personal 

training, effort, and years of experience, and conditioned to selective criteria. Hence, good experts might 

have an interobserver differences ranged between 65 to 75% [6]. Computer aided diagnosis (CAD) systems 

might aid radiologists to interpret mammograms against overall detection and classification. Between 65% to 

90% of the biopsies of tested damaged cells shown out to be benign, accordingly it is very significant to 

construct CADs which able to differentiate between benign and malignant damaged cells [7]. The add on 

CAD group and experts’ experience could significantly enhance detection accuracy. The detection sensitivity 
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without CAD is 80% and with CAD up to 90% [8]. Computer based evaluation of mammograms has been 

discussed and monitored in detection systems, abnormalities in the mammogram images. Vast number of 

author’s methods are investigated to show the mass lesion in the mammogram pictures from the regarding to 

the complexity in detecting these regions [9], [10]. Vast investigation is a harder dilemma in comparison to 

microcalcifications cluster analysis system due to masses are joined to the ambient parenchymal tissue dense, 

especially those speculated lesions and they are normally around the by non-regular tissue image with similar 

specifications. Normally, there are three sizes of mass damaged cells: smaller size (3 to 15 mm), middle sizes 

(15 to 30 mm) and larger size (30 to 50 mm) that increment masses detection systems [11].  

The overall purpose of this paper is to create an intelligent CAD system platform that is able to 

accurately and reliably detect abnormalities, especially mass lesions, in a mammogram image. This CAD 

system will integrate different novel techniques which are designed and implemented to reliably detect the 

abnormalities in mammogram images from different sources. The proposed CAD system consists of two 

main processing stages: an image pre-processing stage and enhancement stage. The pre-processing stage will 

remove all the artifacts in mammogram images then a new novel algorithm will be implemented to enhance 

the mass lesion in the mammogram image. The enhancement algorithm use hybrid neuro-fuzzy technique. 

So, all the pixels in the mammogram image are converted to fuzzy values using three linguistic labels. Neural 

network is used next instead of the inference engine to speed up the processing time. Finally, the mass lesions 

are enhanced after defuzzification stage. The paper organization is as follow: related work is presented in 

section 2. Methodology is described in section 3. Finally, evaluation and conclusions are presented in 

sections 4 and 5, respectively.  

 

 

2. RELATED WORK  

Many authors applied different techniques to detect or enhance mass lesion in mammogram images. 

One of these techniques is using contour extraction as implement in Nakagawa et al. [12] article. The central 

point of the mass lesion is detected, then a contour technique is implemented. The sensitivity on this 

technique was 81%. Kom et al. [13] used an adaptive thresholding filter in detecting the mass lesion. The 

sensitivity was 95.91% TP detection for the mass lesion with 2 FP clusters/image. Also, Qian et al. [14] used 

using Ipsilateral multi-view CAD system. The average sensitivity of the algorithm is 89.6% TP with 1 FP 

cluster/image. Moreover, Sun et al. [15] also used Ipsilateral multi-view to detect mass lesions with a 

sensitivity 90% for TP and 3 FP/image. Cheng et al. [16] used fuzzy neural network on detection mass 

lesions. The proposed method used fuzzy neural network layer in detecting the tumors. As a result, the 

algorithm achieved 92% TP with 1.33 FP cluster/image. Convolution neural network is implemented by 

Chung et al. [17] to detect mass lesions in mammogram images. The results show 89% TP detection in mass 

lesion. On other way, wavelet transform is used to detect and enhance mass lesion by Zheng and Chan [18]. 

The DWT success in detecting the mass lesion with 97.3% TP with 3.92 FP/image. Speculated lesion, linear 

structures and a central mass are detected by Zwiggelaar et al. [19]. They proposed a new algorithm using 

recursive median filtering to detect different type of tumors in mammogram images. The results show 80% 

TP with 0.23 FP/image. The pattern recognition methodology is also used by Arod´z et al. [20] to detect 

mass lesion in mammogram images. They implemented support vector machine as a classifier in detecting 

mass lesion. The algorithm show sensitivity with 90% TP with 10 % FP. Finally, Eltonsy et al. [21] proposed 

Texture analysis in detecting mass lesion. The sensitivity for their algorithm was 92% TP with 5.4 FP 

cluster/image. 

 

 

3. RESEARCH METHOD  

Mass lesion enhancement technique is design based on using neuro-fuzzy technique. The proposed 

method (NFET) is divided to four stages as shown in Figure 1. 

 

3.1.  Pre-processing stage  
Most of mammogram images have many artifacts which will reduce the efficiency of the 

enhancement process. Therefore, the first stage in our technique is removing the artifact from the 

mammogram images as in [22], [23]. Quality control (QC) sampling theory was investigated to remove the 

artifacts from mammogram images. In QC sampling theory two parameters should be verified: upper 

threshold (UT) limit and lower threshold (LT) limit [24]. These limits are declared in this technique since the 

intensity level for any mass lesion in all mammogram images was in the boundaries from [50 to 230] grey 

levels. So, UT is set to fixed value 230 grey level, whereas the LT is set be dynamic based on the image 

topology. So, the image mean (0) and standard deviation (0) were the parameters to calculate the LT value 

as in (1). 
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LT00  (1) 

 

All artifacts and low level boundary regions will be eliminated from the mammogram images after 

implementing the QC threshold levels (LT and UT). As a results, the breast region and mass lesion become 

more focused.  

 

 

 
 

Figure 1. NFET flowchart 

 

3.2.  Fuzzification stage   
Since the gray levels of boundaries of the mass lesion is very close to breast tissues grey level. The 

fuzzy logic technique is used to somehow distinguish between these values. In any fuzzy controller, the first 

step is fuzzification stage. So, intensity level of the pixels in mammogram images are processed to be 

converted to fuzzy value based on using three linguistics labels (low, medium, and high) as shown in  

Figure 2. Then the membership function for each intensity value is calculated based on (2) and (3). 
 

𝑀(𝑥, 𝑎, 𝑏, 𝑐, 𝑑) =

{
 
 

 
 

0, 𝑥 ≤ 𝑎
(𝑥−𝑎)

𝑏−𝑎
, 𝑎 ≤ 𝑥 ≤ 𝑏

1, 𝑏 ≤ 𝑥 ≤ 𝑐
(𝑑−𝑥)
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 (2) 

 

𝑀(𝑥, 𝑎, 𝑏, 𝑐) =

{
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(𝑐−𝑥)
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0, 𝑥 ≥ 𝑐

 (3) 

 

The parameters a, b, c are changed dynamically based on UT and LT value for each mammogram image also 

steps (sampling) in fuzzification is calculated based on (4).  

 

𝑆 =
𝑈𝑇−𝐿𝑇

4
 (4) 

 

3.3.  Neural network stage 

To build fuzzy inference engine, a mask of size 55 is used to select number of inputs for the 

inference engine as shown in Figure 3. Mask center is a reference point, and the sixteen connected neighbor 

pixels are inputs to the inference engine. This process required 43,046,721 activation rules which make 

processing time very long. Therefore, artificial neural network (ANN) is used instead of the fuzzy inference 

engine to speed up the processing time. In any ANN, there should be three steps: collecting dataset, training 

process, and learning process which will presented in following sections in details. 

 

3.3.1. Collecting dataset  

In feedforward ANN, inputs and outputs must be declared as in [25]. The inputs for our ANN are 

the membership value for each 16 connected neighbor pixels. Since the intensity level boundaries for mass 

lesions is [50 to 230] grey level, number of samples for each vector is calculated based on (5). If we assume 

that LT=50 and UT=230 then number of samples will be 90 for each vector. As a result, the combination for all 16 

connected neighbor pixels will be (90)16 which equal to 18530201888518410000000000000000 rows with 48 

columns. 
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𝑁𝑢𝑚𝑏𝑒 𝑜𝑓 𝑆𝑎𝑚𝑝𝑙𝑒𝑠 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑖𝑛𝑝𝑢𝑡 =
𝑈𝑇−𝐿𝑇

2
 (5) 

 

Due to the huge dataset, the cascade neural network is used in training the dataset which will be explained in 

following section. 

 

 

  
 

Figure 2. Fuzzification input image intensities  

 

Figure 3. 16-connected neighbors of size 55 

 

 

3.3.2. Training the neural network  

Initially, neural network topology configuration is set based on input and output data. After many 

trials it was found that the best topology is in using cascade neural network. So, sixteen individual neural 

networks with structure (3 input and 5 outputs) are generated. Then the outputs of all previous neural 

networks are connected as an input to a decision neural network with structure of (48 inputs and 5 outputs) as 

shown in Figure 4. 

 

 

 
 

Figure 4. Cascade parallel neural network 

 

 

3.3.3. Learning process  

After generating the input and output dataset, the final step in ANN is the learning processing. 

Backpropagation feedforward learning procedure is used in our learning process for the cascade ANN. The 

input and output matrix are arranged based on Jakeknife method [26] where 70% of the data for training and 

30% of the data for testing. Then different feedforward structures (changing number of hidden layer or 

number of hidden nodes or both) are carried out to find the minimal mean square error as shown in Figure 5. 
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As a result, it is found that the feedforward NN with one hidden layer and nine nodes for the parallel NN and 

feedforward NN with one hidden layer and seventeen nodes for the cascade NN produce the minimum errors. 

 

 

 
 

Figure 5. Evaluation of neural network structure  

 

 

3.4.  Defuzzification stage  

The final stage in fuzzy controller is a defuzzification stage which will convert the fuzzy value to a 

crisp value. The outputs from cascade ANN are five logistics labels (-40E, -20E, NE, 20E, 40E) as presented 

in previous section. The membership value for these linguistics label will be processed in this defuzzification 

engine to restore the mammogram image. Center of gravity technique is used in defuzzification engine with 

universe of discourse (-50% to 50% of the intensity value of mask center) as shown in Figure 6. 

 

 

 
 

Figure 6. Defuzzification output sets 

 

 

4. RESULTS AND DISCUSSION 

Different resources of mammogram images are used to evaluate the performance of the proposed 

algorithm. Images are objectively compared with original image. As shown in Figures 7(a) and 7(b), 

intelligent CAD system success in improving brightness of mass lesion in mammogram images. Also, 

processing time of enhancement process is another challenge that is considered in this evaluation. In classical 

fuzzy inference engine with 43,046,721 activation rules, the processing time will be 3.4 sec. whereas, using 

neuro-fuzzy and specially relacing the ANN instead of inference engine enhance the processing time to be 

102 S comparing with 3.4 sec in traditional fuzzy controller. 
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(a) (b) 

 

Figure 7. Intelligent CAD enhancement result (a) cropped image and (b) enhanced mass lesion 

 

 

5. CONCLUSION 

Intelligent technique to enhance mass lesions in digitized mammogram images is presented in this 

paper. This approach used the hybrid neuro-fuzzy technique to accurately enhanced the mass lesions with 

minimal number of false positive regions. This technique having many stages: in first stage, fuzzification 

engine is implemented to convert all the pixels in mammogram image to fuzzy values. Then cascade neural 

networks are used instead of the inference engine due to the huge number of activation fuzzy rules in the 

inference system. As a final stage, five linguistics labels which resulted from cascade ANN are processed in 

defuzzification engine to restore the mammogram image. Intelligent enhancement technique can accurately 

enhance only the mass lesion area with minimum number of FP regions. This will increase the sensitivity of 

the proposed algorithm in diagnosis like these cases. 
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