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Abstract

In state estimation of power systems, it is posstblht measurements include bad data, influencingstate
estimations of power system. Several intelligenthotkt have been proposed to detect bad data whichicshe trained in
various network situations but they are almost ingtical because of abound situations of actual nekw&ome mathematical
methods such as Chi-Square Distribution Test, Larbesmalized Residual Test and Hypotheses Testiagtifttation as the
detectors of bad data have been presented, tooetBnas these mathematical methods are not abletiectdbad data. This
paper proposes a method which can improve the deteof bad data in mentioned mathematical meth@ise studies have
been done with different given errors on measuresnehtEEE 14-bus system, and it was shown thatntiehod is effective to
improve the bad data detection.
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1. Introduction

In power systems due to the reasons including recbrinstallation or servicing, disorders in
communication system and auxiliary devices sucleuasent transformers (CTs), potential transform@s¥s) or
capacitive voltage transformers (CVTs), measurédegacan include errors. Measurement errors cactaffie state
estimations of power systems. Here, the questidhashow can distinguish between the error andrénvolved
measurements?

So far many different methods have been propose@tect bad data and a faulty measurement which can
be classified in mathematical and intelligent mehoAmong the mathematical methods such as theoaeth
presented in [1, 2] the Chi-Square DistributiontT€SDT) is utilized to detect presence of bad dakas method
can only detect existence of bad data, and cargtettithe faulty measurement. In [3-7], the Lardéstmalized
Residual Test (rNmax) is used to detect the famkasurement; this method is one of the conventimethods for
identification of bad data. In [8, 9], Hypothesessiing Identification (HTI) is presented which Nmax-based
method. Among the intelligent methods, one cantpoithe fuzzy, neural, neuro-fuzzy and genetichods which
have been investigated in [10-13]. Intelligent noelh can be divided into two parts: 1. Training-ieeph methods
which should be trained in various situation ofwmk and because of abound situations of actualorétthey are
almost impractical, 2. Methods do not require fregn have very high computing time and they have gand
effectiveness in practice. Consequently, in cohti@she intelligent methods, the mathematical méthare simple
and have a relatively reasonable speed. Howevehemetical methods fail to identify measuremenvrewhen the
error percentage is low.

In this paper is proposed a method which incredse=amount of error percentage untruly, so thataien
of bad data is easier. This method will be testedgiCSTD, rNmax and HTI techniques to improve e data
detection. Obtained results of case studies on |EEBuUs system shows that the presented methodvergs
effective in improving bad data detection.

2. Stateestimation
Consider the well known measurement model:

z=h(x)+e 1)

Where:
Z measurement vector with sine
X: state vector with size, with m>n
€ error vector
h(x): vector with the non-linear functions relating ree@ments and states
The error vectoe presents zero mean and covariaRge
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The state vectorx is obtained by minimizing the Weighted Least S@U&YLS) index defined as:
3(¥) =[z=h(x)] W[z~ h(x)] @)

Where, the weighting factal (diagonalm x m matrix) is usually the inverse of the covariancatnm of

the measurements.

3.

The condition for optimality is that the gradierfitlgx) vanished at optimal solutioq i.e:

H(x)'[z=h(x)]=0 3)
or,
x=G(X)H(x)"W[z- h(X)] (4)

Where,G (x) '=H(x)" WH(x)

M easurement error detection using the Chi-Squar e Distribution Test
If C, was ani'" random variable of a collection of independenticam variables such & and having time

probability distribution, another random variakleean be defined as follow:

k
Uk = i%C? 5)

Thus,U will have C, distribution with freedom degreeslof

Uk~ C2 6)

Values ofU, for Pr(U,)=0.05, Pr(U,)=0.01 andk=1 to k=30 are calculated and given in the table. lcor

30, U will usually be normally distributed.

C; for power systems is defined as follows:

~hi(X
_zZi—h(¥ @
Ji
U =J(X
(X) @)
k=2n-1-m ©)

Hence, to identify the bad data following steps@uresued:

1. Selecting a given probability for square distribati(x) with freedom degrees &f for example, 0.05
2. Obtaining thel,(x) with freedom degrees of k and with the probabiityd.05 from the Chi-square distribution
table
3. If the obtainedl(x) from the estimation is greater thauix) (J(x)> J(x)) then there is bad data, otherwise there
is no bad data.
The aforementioned method could only detect thegmee of bad data and cannot detect the erronedol
measurement.
4, Measurement error detection using the Largest Normalized Residual Test

Assuming that the state estimation has been fidisimel vectok; obtained, therefore we have:
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H = ag(;() ‘= (10
By making linear (1) around the vectQiit can be written:

z=Hx+e (11)
The residual estimate vector can be written as:

r =Sz=gHx+¢] (12)
Where,

S=1-HGH™W (13)
OnceSHx =Q
r is rewritten:

r =Se (14)
For normalizing residual measurements is used mew&nt accuracy as follow:

r" = (diag(Ry))*r (15)
Where,R; is obtained from the following equation.

R = SRZ' (16)

Accordingly, the measurement bad data procedurgu$i,.x method will be as follows.
1. State Estimation
2. Forming the sensitivity matribg
3. Calculating the measurement residual vector,
4. Obtaining the normalized residual measurement vecto
If r,">C (whereC is a fixed value, for example 3} has an bad data and if any of the above
measurements have not the mentioned conditiontitigois over,
5. Eliminating the error-involved measurement andrreta Step 1

5. Measurement error detection using Hypotheses Testing Identification (HTI)

This method was first introduced in 1984 by L. Mili [8] and is based on the hypothesis test; two
hypotheses$l, andH; are regarding as follows:

Ho: i" measurement has no bad data.

H,: i measurement has bad data.

Therefore, two types of errors may occur:

Error 1:i" measurement has no bad dafai6 true) but it is identified bad datad,(is rejected).

Error 2:i" measurement has bad dath is true) but it is identified no-bad dat#d,(is rejected).

If it is assumed that the probability distributiohthe two mentioned errors are normalized as shiown
Fig. 1, then mean value of error 1 is zero, andntlean value of error 2 &;, because in error 1 it is assumed that
thei™ measurement has no bad data, but in error B'timeasurement has bad data.

Accordingly, as shown in Fig. 1, the possibilityesfor 1 may be calculated using (17).
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Figure 1. The porobability of existing errors 1 &hd

a = P, (Ho has beet rejectec| H is true)

17
=P (|ési| > ) (A7)

Where,/; is a constant value in the range of variaegeande; has the probability distribution as follows
[14].

&i~ N(©O.o”SH) (18)

By normalization of the probability distribution ef, « can be written as:

a=p |ési| S Ai = Ny (19)
. _a
gVSit aVS 2
In addition, the probability of error 2 can be apressed in (18).
£ = P; (H, hasbeenrejected| H1 is true) (20)
B =P (&sis ) (21)
In which, g;; has the possibility distribution as follows [14]:
& ~ N(es, 02 (Sit-1)
Esi &si: I (Sii (22)
By normalization oks; we have:
€si |esi| A~ |esi|
B =P ( < = Np) (23)
oiVSit—1 oi/Sit-1
By comparing witiN; andN,,») we can write:
oiNpVSI' =1 = 01VSi Ni-2 e (24)

Thus, bad data identification algorithm of measwgrtrusing the HTI method can be expressed as fellow
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5.1. With fixed N
1. Selecting a value fax,
2. State estimation and selecting suspected vectog tf5i
3. Calculatinges andN(y..) for each member of the suspected vector

ési: 'Tlrsi (25)

N @ _led +aiNgysit-1
)i — »
2 Ui\/siil

A =diSit N(l—%)i (27)

(26)

4. Selecting measurements such {ea{> /;.

5. Selected measurements in step 4 are chosen asuspected vector and steps 3 and 4 are repeated
again, if the vector in step 1 is identical witkstd, therefore the algorithm is over and suspected
vector is known as the bad data measurements.

5.2. With fixed N(l—a/2)

State estimation and selecting fixed valueNgr, )

Selecting suspected vector usifig

Calculatinge;; and/; for each member of the suspected vector usingg@a)24),

Selecting measurements such fleaf> 4;

Selected measurements in step 4 are chosen as uspgcted vector and steps 3 and 4 are
repeated again, if the vector in step 1 is equastép 4, therefore the algorithm is over and
suspected vector is known as the bad data measoteme

grONPE

6. Improving detection of measurement error
In a power system, it is assumed that the therddameitwo measurementsndj, so that:

Zi>>7Z; (28)

Using the (12) for the two measurements we have,

|:rii|=|:Si Sij:||:Zi:| (29)
ril |Si SilZi

r=SiZitS;Zj
— (30)
ri=SjiZi*tSjZj
With the mentioned approximation (28), (29) and) @l be simplified as follows:
ri = SiZi
— 31
ri=SjZi (31)
According to the (12) to (14%; andZ; can be replaced ® ande, respectively.
r=Sie
— 32
ri=Sje (32)
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The above equations show that fffe measurement error has roughly no impact on theevalf i""
measurement residual. In other words, if fAeneasurement has err@#0, §=0) then based on (31) and (38,
measurement is detected with no error. Also ifithmeasurement has errgf,measurement is also detected error-
involved.

To solve this problem, in this paper proposed thkies of each measurement covariange,would be
divided into the per unit value of that measurement

Wi = oi?/1Z;]

_ (33)
Wi =07°/1Z;]

Changes in the matri/ according to the (33), influence on mat&according to (13) so that the values of
S andS; will be balanced. Henc&"">> S;°°. Therefore even if regarding (28, cannot be omitted from (30).
Further, ifZ; includes error; will be more affected than and vice versa.

7. Casestudies

Case studies were carried out on IEEE 14-bus systewh the measurement bad data was tested using
CSTD, M. and HTI. As shown in Fig. 2, this system has saveower flow, injection power and voltage
measurements.

——  line flow measurement [F.Q) Et;
E voltage magnitude measurement [ V) vid
B injection measurement (P.Q)

Figure 2.IEEE 14-bus system

At first step, each of measurements are considadéddually with 25%-error (actual value x 0.75value
of error-involved measurement) and the state esitmas done for each situation. The numbers oktirthat the
CSTD, M and HTI identify the bad data are given in TableFor the other tests, the error value is regarded
100% and 200% (O=measurement value with 100% emdrthe actual value x -1 = value of measuremetit wi
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200% error) and for any of the situation, statémestion are performed. The number of times thatGBa D, M4
and HTI are able to detect the bad data in 100928086 error are given in Table 1, too.

Table 1.Bda data detection by CSDT' g and HTI

Average length of

N
Percentage of error CSDT "\ HTI final suspected vector

25% 9 7 5 7
100% 16 12 5 24.2
200% 20 13 20 8.85

However, according to the section V and Tableid ghown that HTI is not able to exactly identifietbad
data and only can reduce the suspected vectorsarileat the final suspected vector is just erreolved
measurement. For example, in Table 1, the mearev@dinal suspected vector for 75%, 100% and 2@0f6rs
were given, and as it can be seen, among 42 measntg, HTI is just could detect those measuremasitnal
suspected measurements which it is possible toe-ienrolved measurements are in same suspectedinesasnts.

In the next step, the mentioned study is done tangimg (33). Results will be obtained accordinghte
Table 2.

Table 2.Proposed bda data detection by CSD'Trand HTI

Average length of

N
Percentage of error CSDT " x  HTI final suspected vector

25% 15 7 10 15.6
100% 35 13 18 16.38
200% 34 15 34 17.64

Comparing Tables 1 and 2, show that the proposdbdadecan improve the bad data detection by CSTD,
™ axand HTI.

8. Conclusion

In state estimation of power systems, measuremeratg have bad data which affects correct state
estimation as well as measurements values. leigtbre required to detect these error-involvedsugaments and
put aside them from measurements collection. Sedaeral methods have been presented to idenéfethad data,
which are classified into mathematical and intelfigmethods. Intelligent methods either need nétwraining for
various situations not practical due to the exgstmany situations or require more calculations titierefore
mathematical methods major Chi-Square Distribufiast as the error presence detector, Largest Nimedal
Residual Test and Hypotheses Testing Identificatisrthe bad data detectors of measurement are eackver,
these tests are not able especially when the measut error is low to detect the bad data. In phiser, a method
was presented which was able to improve the deteaif bad data. Various case studies with differemor
percentages were carried out on IEEE 14-bus systém.results showed that the proposed method s tabl
increase ability of Chi-square Distribution, Largeermalized Residual and Hypothesis Testing Idieation.
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