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ABSTRACT

Recent studies show that it is possible to detect technical dept automatically
from source code comments intentionally created by developers, a phenomenon
known as self-admitted technical debt. This study proposes a system by which
a comment or commit is classified as one of five dept types, namely, require-
ment, design, defect, test, and documentation. In addition to the traditional
term frequency-inverse document frequency (TF-IDF), several word embed-
dings methods produced by different pre-trained language models were used for
feature extraction, such as Word2Vec, GolVe, bidirectional encoder represen-
tations from transformers (BERT), and FastText. The generated features were
used to train a set of classifiers including naive Bayes (NB), random forest (RF),
support vector machines (SVM), and two configurations of convolutional neu-
ral network (CNN). Two datasets were used to train and test the proposed sys-
tems. Our collected dataset (A-dataset) includes a total of 1,513 comments and
commits manually labeled. Additionally, a dataset, consisting of 4,071 labeled
comments, used in previous studies (M-dataset) was also used in this study. The
RF classifier achieved an accuracy of 0.822 with A-dataset and 0.820 with the
M-dataset. CNN with A-dataset achieved an accuracy of 0.838 using BERT fea-
tures. With M-dataset, the CNN achieves an accuracy of 0.809 and 0.812 with
BERT and Word2Vec, respectively.
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1. INTRODUCTION
Technical debt (TD) is a metaphor, coined by Cunningham [1]. It reflects the additional cost that

is implied by rework caused by a sub-optimal solution instead of using the better approach in the software
development life cycle. The concept of TD is derived from financial debt, as the interest results from the
late payment. TD has an interest rate, and the cost increases if the developer does not pay the debt early, by
refactoring the code at a suitable time, to avoid interest in the future.

Technical debt is extremely correlated with immature software and issues in software development,
such as requirement debt, which measures the difference between the requirement specification and the actual
software implementation [2]. Design debt refers to the violation of the good design principle, where code debt
includes poor maintenance and readability, and it needs to be refactored. The documentation debt expresses the
lack of information that describes the code, and the testing debt describes the shortage of accepted testing [1].
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Some previous studies have shown that technical debt is spreading widely in software, which is inevitable and
may have an effect on software quality [3].

The developers’ accumulation of technical debt may be deliberately or inadvertently; often it is inad-
vertently [4]. Inadvertently, TD occurs when the developers afford the debt without intentionality. For example,
when the developer writes low-quality code because of insufficiency of experience. Furthermore, deliberately
TD occurs with the intention of developers, in a particular situation when the project manager decides to release
the software early. When the developers admit these issues and these are documented, often by comments in
the source code files, technical debt takes the name self-admitted technical debt (SATD). This term was first
coined by Potdar and Shihab [5]. It is a technical debt that is created by the developers deliberately, through
comments or commits messages, with the knowledge that the implementation is not an optimal solution for this
part of the code [6].

Recently, and following the introduction of the self-admitted technical debt term [6], research has
focused more on this direction. The majority of the directions, as introduced in [7], can be divided into three
categories. The first direction is detection: that focuses on identifying or detecting the SATD in source code
comments. The second is comprehension: those studies focus on the relation of SATD with different aspects
of the software process; and the third is repayment, which includes studies with the aim of investigating tools
and techniques to remove the TD by “fully repaying” or mitigating “partially repaying”. Wehaibi et al. [8]
assert that the proportion of SATD in the project may have a negative effect on the complexity of software. In
addition, they discovered that files of the source code that included self-admitted technical debt had more bug
fixing changes, whereas files that did not contain SATD had more defects.

For any purpose involving the treatment of self-admitted technical debt, identification is imperative
as the first step. When the type of TD is known, the problem can be handled quickly and with less interest.
Three areas of research found in the literature include pattern-based approaches that depend on identifying
textual patterns in comments. The machine-learning approach with natural language processing finally, deep
learning and natural language processing (NLP) approaches are based on more advanced techniques such as
neural networks.

In this paper, we propose an automatic system for classifying the SATD comments and commits writ-
ten in the source code into five SATD classes, namely, defect, design, documentation, requirement, and test.
Some of the NLP techniques are investigated for the SATD classification task, such as term frequency-inverse
document frequency (TF-IDF), Word2Vec, GolVe, bidirectional encoder representations from transformers
(BERT), and FastText. In conjunction with the NLP techniques, several machine learning techniques are in-
vestigated for the SATD classification task, such as naive Bayes (NB), random forest (RF), support-vector
machines (SVM), and convolutional neural network (CNN).

Two datasets were used to train and test the proposed systems. Our collected dataset (referred to as
A-dataset hereafter) includes a total of 1,513 comments and commits, each manually labeled as one of the five
self-admitted technical debt classes. Additionally, an existing dataset, consisting of 4,071 labeled comments,
which was used in some previous studies (referred to as the M-dataset hereafter), was also used in this study.
By evaluating our proposed systems with an existing dataset, the obtained results can be directly compared
with the published results of similar studies.

The main contribution of this paper can be summarized in three folds. First, most of the previous
studies applied a binary classification technique to predict whether or not a comment contains SATD. How-
ever, the proposed system used multi-classification techniques to identify the SATD categories. Second, to
our knowledge, none of the previous studies investigated the effectiveness of the pre-trained and fine-tuned
language model transformers such as BERT, Word2Vec, and FastText. Third, to our knowledge, this is the first
study that applied the NLP and machine learning (ML) techniques for detecting the SATD classes from the
commits as well as the source code comments.

This paper is structured as: section 2 presents related works. Section 3 discusses the research method
which includes the proposed system overview, dataset description, feature engineering, and machine learning
classifiers. Section 4 presents results and discussion for all experiments. The last section shows the conclusion.

2. RELATED WORK
Potdar and Shihab [5] were the first to analyse the comments in the source code in order to identify the

technical debt and introduced the concept of “self-admitted technical debt”. Differently from common static
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analysis code-based tools, which depend on predefined rules, metrics, and thresholds to expect debt, technical
debt refers to the code defective, incomplete, smelly, or temporary, and is written by the developers intentionally
(self-admitted), with an obvious recognition that the implementation is not optimal. Those developers admitted
that a piece of code is technical debt, and they documented it through comments. The authors explore source
code comments in four open-source projects, to study the amount of SATD used in these projects. They also
investigated why the developers used this debt in the projects, and how the SATD was removed from the
projects. The result was that SATD exists in 2.4%-31% of the files. The majority of SATD were introduced
by more experienced developers, and there is no relationship between SATD and time constraints or code
complexity. Finally, 26.3%-63.5% of SATD is removed from projects after being presented. Moreover, in
this study, Potdar and Shihab introduced 62 patterns to indicate the SATD, through manually reading 101,762
comments to define patterns that indicate SATD [5].

Farias et al. [9] presented the contextualized vocabulary model (CVM-TD) to identify the different
types of SATD in source code comments. The evaluation of the model showed that comments that were
returned by the model were different from the comments that were evaluated to contain the SATD. This results
in low-performance detection and the model needs to be enhanced in how word classes are mapped to various
SATD types to enhance the model.

Maldonado et al. [10] used the NLP maximum entropy classifier (Stanford Classifier) approach to
automatically identify SATD from the comments, including design and requirement TD. The authors used 10
open source projects, extracted 62,566 comments, and classified them manually to create a dataset with five
types of TD: requirement, design, defect, documentation, and test debt. The experiment used 10-fold cross-
project validation, nine open-source projects for training, and one project for validation. The results showed that
the NLP improved the identification accuracy compared with previous pattern-based detection. The classifier
scored an average F1-measure of 0.620 for design debt, 0.403 for requirement debt, and 0.636 for technical
debt without types. Additionally, the study also provided top-10 lists of textual features that the developers
used as SATD, which means there is a variety of styles of expression for the SATD.

Bavota and Russo [11] introduced differentiated replication of the work by Potdar and Shihab in [5]
on a large scale. The study was run on 195 software projects, with 600K commits and 2 billion comments, to
investigate the spread and evolution of SATD and the relationship between these debts and software quality.
The main results showed that SATD is distributed in an average of 51 instances for each system. Moreover,
even when this debt is fixed, it survives for a long time, on average more than 1,000 commits. Additionally,
there are other studies examining the relationship between the SATD and the quality of software. Wehaibi
et al. have been investigating whether the files that include SATD have a greater chance of including defects
in comparison to the files that do not include SATD. Additionally, the changes in the SATD introduce defects
in the future. The result of this study showed that the self-admitted technical debt, in addition to the negative
impact on the system, is related to defects, and it makes the change more complicated in the future [8].

Farias et al. [12] proposed the work that applies, evaluates, and improves previous work of contex-
tualized patterns to detect self-admitted technical debt using source code comment analysis in the studies [9],
[13]. The results of empirical studies show that more than 0.50 of the new patterns are critical to technical debt
detection. The new vocabulary succeeded in finding items related to code, design, defect, documentation, and
requirement debt. The main contribution of this study was to identify self-admitted technical debt depending
on the knowledge embedded in the vocabulary [12].

Wattanakriengkrai et al. [14] introduced an approach using N-gram IDF, with multi-classification
techniques, and built a model that can identify a comment as design debt, requirements debt, or non-SATD.
The dataset’s Maldonado et al. [10] that contains 62K Java source code comments used. A RF machine
learning algorithm was applied to classify target comments. The result of the experiment was that N-gram IDF
outperformed traditional techniques like bag of words (BoW) and TF-IDF, with an average F1-score value of
0.6474.

Yu et al. [15] proposed a Jitterbug framework with two methods for identifying SATD. The dataset
proposed by Maldonado et al. [10] used. The first type, “easy to find”, can be detected automatically without
human intervention because the comment has explicitly denoted that it includes the keywords or patterns that
relate to the type of SATD such as “Todo”, “Fixme”. This approach can find 0.20-0.90 of SATD automatically.
The precision of identifying SATD close to 0.100, when using a pattern recognition technique. On average,
those comments cover 0.53 of the total SATD. The second type: “hard to find” is not easy to classify and needs
experts to accurately decide. Only humans can make the final decisions, and it is still hard for algorithms. In
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this approach, supervised machine learning is used to present the comment to the experts for identifying SATD
that is not identified automatically. After that, the comments identified by the experts are reused by updating
the model and through continuous training.

Some studies examine the commit messages to determine the effect and relationship with SATD.
Yan et al. [16] introduced the level of change in self-admitted technical debt determination. This model
determines whether the change introduces SATD by using the versions of the code comments, identifying the
SATD at the file level for each version, and analyzing and extracting information from a message in commits
that were written by the developers, to predict if the commit is related to SATD. Maipradit et al. [17] introduced
“on-hold self-admitted technical debt”, to identify the on-hold instance debt, that makes the developer wait for
other events or functionality elsewhere to fix this on-hold instance.

Rantala and Mäntylä [18] replicating and extending the work introduced by Yan et al. [16], they
used 1876 commits messages extracted from five repositories (Camel, Log4J, Hadoop, Gerrit, and Tomcat)
that were pre-labeled as SATD, and three techniques of NLP (bag-of-words, latent Dirichl et al. location, and
word embedding), to predict self-admitted technical debt from commit messages. The main contribution of this
study, the bag-of-words technique, is the best performance with a median (AUC 0.7411). Automatic feature
selection from the commit message improved the prediction performance for SATD.

3. RESEARCH METHOD
The main goal of this study is to identify the types of TD based on the comments and commits written

by the developers. An empirical study has been conducted to measure the relationship between dependent
and independent variables in order to satisfy the research goal. Two independent variables are considered pre-
trained models and machine learning algorithms, and one dependent variable is the classification accuracy. The
proposed approach consists of three main phases: preparing the comments or commits by pre-processing the
text using NLP techniques. The aim of the pre-processing phase is to focus more on the words of a sentence
that give meaning. Usually, the comments and commits are written in natural language, and they include noises
that donnot affect the semantic meaning of the sentence. These sentences need to be handled through pipeline
processes to keep the important words and remove the noise. We used some of the NLP techniques [19], [20] to
perform this phase,such as tokenization, text cleaning, normalization, and lemmatization. The second phase is
features engineering, which converts tokens of text into features. In the final phase, different machine learning
techniques are used to classify the SATD into one of five classes. Figure 1 shows the system design diagram.

Figure 1. System design block diagram

3.1. Dataset description
To perform our study, we used two datasets. One is publicly available and used in many previous stud-

ies (referred to as the M-dataset throughout this paper), and one is manually collected and annotated specifically

Self-admitted technical debt classification using natural language processing ... (Ahmed F. Sabbah)



2146 ❒ ISSN: 2088-8708

for this study (referred to as the A-dataset throughout this paper). We collected two types of expression that
the developers write, which can be considered as SATD: source code comments and commit messages. Most
of the sentences are comments, and the commits are used to add more variety to the sentences that are used in
the A-dataset, with the aim of generalising the results of the proposed approach.

3.1.1. Source code comments
The first dataset used in this study is the dataset (M-dataset) of source comments that is publicly

available and introduced by Maldonado et al. [10]. This dataset consists of 62k comments extracted from
10 open-source projects (Ant, ArgoUML, Columba, EMF, Hibernate, JEdit, JFreeChart, JMeter, JRuby, and
SQuirrel SQL). Each comment is manually classified into one of five types of SATD: requirement: 757, design:
2,703, defect: 472, test: 85, documentation: 54, and other comments, which are unclassified. Most of the
reviewed studies in this field adopted this dataset, which was introduced by Maldonado et al. [10] for SATD
identification.

To make the identification of SATD more general with a large variety of sentences and to investi-
gate the accuracy of our methods for classifying SATD, we collected a new dataset from various projects.
We extracted 222 source code comments from two open-source Android mobile applications, namely K9 and
WordPress (WP). To extract the comments, a SATD detector was used, which automatically detects SATD
using text mining-based algorithms described in [21]. In the K9 app, there are 339 comments extracted by this
tool, 170 of which are classified as SATD. After removing the duplicated comments, we used 145 comments
classified as SATD. In the WordPress app, 94 comments are extracted as SATD and reduced to 77 after remov-
ing the duplicate comments. Additionally, 3,102 comments were taken from five open source code projects
(Gerrit, Camel, log4j, Tomcat, Hadoop ) that were used by Maldonado et al. in [22], and they are classified as
SATD. We manually labeled these comments into the main five types of SATD, including requirement, design,
defect, documentation, and test. Table 1 summarizes the details of the A-dataset comments.

Table 1. Number of new collected comments
Project Name No. of comments Removed duplicate comments

Gerrit 272 172
Camel 4,332 1,162
Log4j 136 91

Tomcat 1,318 1,052
Hadoop 1,165 625
K9 App 339 145

WordPress App 94 77
Total 7,317 3,324

3.1.2. Commits messages
For the commit messages, we used the same dataset that was used in the study described in [18]. This

dataset consists of 73,625 messages, of which 1,876 are classified as SATD. After removing the duplicated
commits and the URL of conduit for change sets between subversion and Git for most of the commits, we get
1758 commits classified as SATD.

3.1.3. Manual annotation
The manual annotation process was performed in two phases. In phase 1, we follow the same classi-

fication method described by Yikun et al. [23] and Deng [24]. Both are based on a framework proposed by
Alves et al. [2]. Additionally, Alves et al. in [25] conducted systematic mapping in around 100 studies, dated
from 2010 to 2014. In our study, we followed the same taxonomy and definitions, at least for the five types of
SATD that we used.

Alves et al. [2] proposed an ontology for the definitions and indicators of technical debt that were
spread across the literature. In other words, the factor that leads to introducing technical debt. Alves et al.
provide 13 different types of TD with definitions that include: architecture, build, code, defect, design, docu-
mentation, infrastructure, people, process, requirement, service, test automation, and test debt. In the case of
self-admitted technical debt, Maldonado and Shihab in [26] manually analyzed 33,093 comments and classi-
fied them. The main finding was that most of the technical debt types that are self-admitted in source code are
requirement, design, defect, test, and documentation debt. The other 8 types were not found in this approach,
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since the developers do not like to express them in the comments, i.e., infrastructure, people, and process.
Additionally, some of the TD may overlap, such as design and architecture.

After preparing a sufficient number of comments and commits, a website [27] is created to simplify
the annotation process and, hence, get the maximum number of annotations by a maximum number of ex-
pert annotators. The website includes three pages (home, registration, and classification). On the home page,
we provide a set of guidelines to help the participants complete the task and a set of definitions related to
the technical debt of the target categories of the SATD. Before starting the manual annotation process, each
participant needs to provide some details about him/herself, such as email address, the years of experience
(1–5 years, 5–10 years, and more than 10 years), and a job description that includes: software engineer, pro-
grammer, software architect, QA-testing, project manager, team lead, academic student, and academic teacher.
On the classification page, a set of randomly selected comments appear to the participant one at a time. The
participant is asked to read carefully the presented comment and then select the appropriate SATD category
that best matches the comment. A criterion is applied to the comment selection to guarantee that no comment
is repeated for the same participant twice and that the comment is not classified by more than two different
participants. The web application also provides the participants with a review summary of the definition of
each SATD category. By this, we make sure that each participant is confident about the types of debt that he
or she can choose from the list that embeds the five types of self-admitted technical debt. The participant has
an option to skip any “not sure” comments. The first author of this study, who has good experience in software
development and engineering, annotated a total of 1,513 comments and commits out of the available 5,082. To
improve the reliability of the annotations, the random selection of the comments for the other participants is
forced to be from the annotated subset by the author. Hence, each selected comment is annotated by the author
and by at least one other annotator. The source code of the website is found in [27].

The output of this process is that 1,147 out of 3,324 comments and 366 out of 1,758 commits are an-
notated. Some of the comments were simply names of functions or methods followed by “TODO” or “FixMe”
while others were longer and described more than one type of SATD. These kinds of comments are skipped.
Additionally, we skipped the comments that clearly do not belong to any of the considered five types of SATD.
Similarly, some commits describe some issues solved by a person; therefore, skipped. Tables 2 and 3 show
summaries of the author’s comments and commits annotations.

Table 2. Comments classification
Project No of comments Classified Requirement Design Defect Test Documentation
Camel 1,162 452 133 182 58 70 9
Gerrit 172 46 19 17 9 1 0
Log4j 91 23 6 11 6 0 0

Tomcat 1,052 334 66 163 77 23 5
Hadoop 625 182 28 81 44 29 0
K9 App 145 75 26 16 26 5 2
WP APP 77 35 14 10 10 1 0

Total 3,324 1,147 292 480 230 129 16

Table 3. Commits classification
Project No of commits Classified Requirement Design Defect Test Documentation
Camel 739 193 20 34 25 105 9
Gerrit 145 13 4 4 5 0 0
Log4j 74 14 1 8 2 1 2

Tomcat 485 115 10 37 17 45 6
Hadoop 315 31 6 8 5 12 0

Total 1,758 366 41 91 54 163 17

3.1.4. Kappa test
A Kappa statistical test [28] was conducted to measure the reliability of our new dataset. We used

Cohen’s kappa coefficient [29] that was used in other studies with the same labelling method [10], [23]. To
mitigate the chance of creating a biassed annotated dataset, a group session of three experts with various expe-
rience in software development participated in the annotation process. One of the participants has a master’s
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degree in software engineering and is working as a team leader with 10 years of experience in software de-
velopment. Two participants are MSc software engineering students at Birzeit University and are working as
software developers with 6 and 8 years of experience.

The group session took three hours. In the first hour, we give a short review of the self-admitted
technical debt and present the five SATD types with, at least, three examples for each type. In the second
hour, we conducted a discussion among the group of participants with questions and answers to make sure
that everyone understood the task. Lastly, we view the website and explain the steps for annotation. The three
participants interacted with the topic and classified 260 comments and commits selected randomly from the
comments and commits that were classified before by the first author. The first expert classified 121 comments
and 28 commits. The second expert classified 35 comments and 15 commits, and the third expert classified
49 comments and 12 commits. The majority of the disagreements between the author and the experts concerned
the requirements and design types.

We evaluate the level of agreement between the expert’s classifications and the author’s classifications
by calculating Cohen’s kappa coefficient [29]. The Cohen’s Kappa coefficient is a widely used method to
evaluate inter-rater agreement levels for categorical scales, and it calculates the proportion of agreement that is
chance-corrected. The result of the coefficient is scaled from -1 to +1, with a negative value indicating worse
than chance agreement, zero means exactly chance agreement, and a positive value indicates better than chance
agreement [30]. Whenever the value is close to +1, the agreement is stronger. The level of agreement was
calculated between two observers (author and experts), and five categories (requirement, design, defect, test,
and documentation). We used an online kappa calculator [31]. We achieved a level of agreement measured
between the author and the experts +0.82 based on a sample including 17% of all technical debt types, which
is considered almost perfect agreement according to Fleiss [28] values larger than +0.75 are characterized as
excellent agreement. Table 4 presents the input data for the Kappa test. Each cell in the table is defined by its
row and column. The rows specify how each SATD type was classified by the author. The columns specify
how the experts classified the subjects. For example, in the second row of the first column, 10 comments
were classified by the author as “design” whereas the experts classified them as “requirements”. In the second
column of the second row, 89 comments were classified by both as design.

Table 4. Input data for Kappa test
Experts

Requirement Design Defect Test Documentation Total

Author

Requirement 43 12 2 0 0 57
Design 10 89 7 0 0 106
Defect 0 3 45 1 0 49

Test 1 0 1 36 0 38
Documentation 0 0 0 0 10 10

Total 54 104 55 37 10 260

3.2. Features engineering
The second phase of our approach is to extract useful information from the comments and commits

and represent them in a form suitable for machine learning. In our approach, we used different NLP methods
for transforming the words into numeric features. Some methods depend on syntax that defines the grammatical
structures or the set of rules defining a language, such as Bag-of-words and TF-IDF. Other methods focus on
the semantics of words, which takes care of the meaning, and how to combine the words together to make a
meaningful sentence with consideration of the syntactical rules. Those methods are also called word embedding
methods. In our experiments, we used five word-embedding pre-trained models; general Word2Vec, software
engineering Word2Vec, FastText, BERT, and GloVe. With these pre-trained models, each word is represented
by a high-dimensional vector. Additionally, we used the universal sentence encoder (USE) model, in which the
whole sentence is represented by one high-dimensional vector.

3.2.1. Term frequency-inverse document frequency
TF-IDF takes into consideration the weights of words in documents. We generally compute a weight

for each word, which signifies the importance of the word in the document and corpus. The most frequent
words across all documents don’t carry discriminating information, hence, multiplied by low weights. On the
other hand, words with low frequency get high weight. In our experiments, we used the TF-IDF representation
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method since it is an enhanced and weighted BoW representation. After the comments and commits pass
through the pre-processing pipeline, the resulted tokens are converted into numeric features representing the
frequencies of the unique words in the given text comment or commit. The number of unique words in the
M-dataset is 6,327 out of 44,895 words. For A-dataset, the dictionary size is 3,948 unique words out of 20,929
words. This means that for each comment, the feature vector size is equal to the length of the dictionary.

3.2.2. Word embedding methods
Although the syntactic-based feature representation methods are effective for extracting features from

comments, there is a loss of some important information such as semantics, structure, and context around
nearby words in each comment. This motivates us to explore state-of-the-art models to capture more useful
information than is embedded in the representation of words. In our experiments, we used the following
pre-trained models since they are the most common and most successfully used word embedding pre-trained
models:
− Word2Vec is the deep learning Google model to train word embedding or vector representation of words.

In our approach, we used three models belonging to the Word2Vec family. The first one is the Word2Vec
model [32] trained on part of the Google News dataset (about 100 billion words). The model contains 300-
dimensional vectors for 3 million words and phrases. The second one is a software engineering-specific
model [33]. It is a word2vec model trained over 15GB of textual data from Stack Overflow posts, with
over 6 billion words used for training tasks, and the output pre-trained. The output of the model is 200-
dimensional vectors for 1,787,145 keywords.

− GloVe is an extended Word2Vec model. The gloVe functions similarly to the Word2Vec. Word2Vec is a
“predictive” model that predicts the context given a word and learns its vectors to enhance its predictive
ability. GloVe [34] is a count-based model. It learns by building a co-occurrence matrix (words X con-
text) that essentially counts the number of times the word appears in the context, in order to reduce the
dimensionality of the co-occurrence matrix. We used the public domain model “glove.840B.300d”, which
includes 840B tokens, 2.2M vocabulary, and 300-dimensional vectors, and the model size is 2.03 GB.

− FastText is the state-of-the-art word embedding approach that works at the character level. FastText in-
troduced based on two studies [35], [36] which is essentially an extension of the Word2vec model, but
each word is broken down into character n-grams. As a result, a word’s vector is made up of the number
of this character’s n-grams. For example, the vector of the word “method” is a sum of the vectors of the
n-grams characters: “me”, “met”, ”meth”, ”metho”, ”method”, “eth”, “etho”, ”etho”, “hod”, ”hod”, ”od”.
The “crawl-300d-2M.vec” will be used: 2 million word vectors trained on Common Crawl (600B tokens)
with a 300-dimensional vector [37].

− BERT stands for bidirectional encoder representations from transformers. BERT [38] is introduced in two
variants, such as BERT-BASE and BERT-LARGE. The BERT-BASE has a number of transformer blocks of
12, hidden layer size of 768, attention heads of 12, and total parameters of 110M. The BERT-LARGE has a
number of transformer blocks of 24, a hidden layer size of 1024, attention heads of 16, and total parameters
of 340M. We followed the recommendation in [39] for tuning BERT parameters. The BERT-BASE model
is used. It has a number of transformer blocks (12), a hidden layer size of 768, and attention heads (12).
The TensorFlow hub was used to load the BERT pre-trained model.

− USE is a family of pre-trained sentence encoders introduced by Google. We used this method for embed-
ding sentences for classic machine learning, instead of using an average of word embedding calculated for
each sentence. The universal sentence encoder model is trained on huge data and supports more than 16
languages. The output of this model is 512-dimensional vectors for each sentence [40].

3.3. Machine learning classifiers
The last phase in our approach is classifying the comments into one of the considered five categories

(requirement, design, defect, test, and documentation). Various machine learning techniques are investigated
for this task including classical techniques; support vector machines classifier, NB, RF, and CNN which is
successfully used for similar tasks. For all experiments that used the classical ML algorithms, the default
setting parameters used, as the Scikit-learn library provided [41].

In most of the reviewed studies, the SVM was used as a binary classifier for the SATD identification
task [42]. In our study, we use the SVM as a multi-classifier with the features explained in the earlier sections.
We used the Scilkit-Learn [43] Python library, which includes an SVM implementation. The NB machine
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learning algorithm is one of the most famous and successfully applied supervised machine learning classifiers
in NLP applications [6], [42].

A random forest is a meta estimator that uses averaging to increase predictive precision and control
over-fitting by fitting a range of decision tree classifiers on different sub-samples of the dataset. We use the
RF with default parameters as provided by Scilkit-Learn [44] The convolution neural network approach is
used by more complex and modern forms of artificial neural network (ANN). We used the CNN model for
the multi-classification task, where the CNN model takes an input comment and predicts the type of SATD
(requirement, design, defect, test, documentation). The architecture of our CNN includes an input layer, a
convolutional layer, a pooling layer, a fully connected layer, and finally an output layer. The implementation of
the CNN model and the hyperparameters are studied and described in detail in the next sections. For all CNN
experiments, we used the Keras TensorFlow library, which is an open source neural-network library written in
Python [45]. The embedding dimension parameter was fixed according to the pre-trained model used. In our
experiments, most of the pre-trained models produce 300 dimensions, except the software engineering and the
universal sentence encoder pre-trained models, which are 200 and 512 dimensions, respectively. The number
of target classes was set to five, which is equal to the number of SATD types considered in this study. We used
two architectural neural networks for CNN; simple CNN (single hidden layer), and complex CNN (multiple
hidden layers). The difference between the two networks is the number of layers. In the single-layer CNN,
we used one layer for both convolutional and pooling layers, whereas, for the complex CNN, three layers are
used. The reset of parameters was fixed as: Number of filters: 128, number of classes: 5, stride: 1, filter size
for layers in order: [2,3,4], dropout: 0.2, batch size: 32, number of max epochs: 20. To avoid the over-fitting
problem in the training and to get the optimal number of epochs. The model stops training when a monitored
metric has stopped improving. We used callbacks early stopping parameter in the fit model, the callback
will stop the training when there is no improvement in the validation loss for five consecutive epochs. The
activation functions: “ReLU” and “softmax”, optimizer: “adam”. Since we are not training depending on our
own embedding, and the pre-trained model used, the trainable parameter is set to false and our own embedding
matrix is passed in the weights parameter. The following Figure 2 summarizes the three main processes of
system design.

Figure 2. The three main processes in system design

4. RESULT AND DISCUSSION
This section presents all the conducted experiments and their results, with a discussion. In all of the

presented experiments, the accuracy and weighted average of precision, recall, and F1-score metrics are used
for the system performance. Each experiment is repeated 10 times, and the average performance is reported.

4.1. Experimental setup
To conduct our experiments, we used Google Colab, which is a cloud service that supports GPU

processors. Colab allows to write and execute Python in the browser. Table 5 shows the detailed specifications
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of the processing capability that we used in all of our experiments. In all of our experiments, the two datasets
(A-dataset and M-dataset) were split randomly into two subsets; 0.80 for training and 0.20 for testing.

4.2. Experiments on A-dataset
In this experiment set, each of the ML techniques described in section 3, is trained on the training data

and evaluated on the testing data of the A-dataset. Five classifiers are used. Three of them (RF, SVM, and NB)
are trained and evaluated with TF-IDF and USE features, and two classifiers (single-layer CNN (SLCNN) and
multiple-layer CNN (MLCNN)) are trained and evaluated using word embedding vectors extracted using the
five pre-trained models and the TF-IDF. The pre-trained models include Word2Vec, SE-W2v, GloVe, FastText,
and BERT. The results of these experiments are shown in Table 6.

Table 5. Environmental setup
Type Specification

CPU model Intel(R) Xeon(R) CPU @ 2.20 GHz
Cache size 56320 KB

Ram 13.3 GB
Disk 69 GB
GPU Tesla T4
OS Ubuntu 18.04.5 LTS

Table 6. Performance of all classifiers using A-dataset
NB Precision Recall F1-score Accuracy

TF-IDF 0.703 0.683 0.654 0.683
USE 0.746 0.723 0.726 0.723
RF

TF-IDF 0.836 0.822 0.810 0.822
USE 0.801 0.779 0.771 0.779
SVM

TF-IDF 0.826 0.812 0.816 0.812
USE 0.803 0.792 0.795 0.792

SL-CNN
TF-IDF 0.778 0.772 0.771 0.772
W2V 0.817 0.815 0.811 0.815

SE-W2V 0.793 0.785 0.786 0.785
GloVe 0.826 0.822 0.819 0.822

FastText 0.835 0.828 0.827 0.828
BERT 0.841 0.832 0.834 0.832

ML-CNN
TF-IDF 0.789 0.789 0.792 0.790
W2V 0.809 0.815 0.807 0.815

SE-W2V 0.813 0.822 0.814 0.822
GloVe 0.824 0.815 0.816 0.815

Fasttext 0.825 0.828 0.825 0.828
BERT 0.843 0.838 0.839 0.838

As shown in Table 6, the RF outperforms the NB and SVM classifiers with an accuracy of 0.822,
using the TF-IDF features. The TF-IDF vectorization method outperforms the USE features with the first
three classifiers (RF, SVM, and NB). The SVM works better than RF in terms of F1-score, whereas, the RF
works better in terms of precision and recall. Moreover, the accuracy of the 10 runs of the SVM classifier
ranges from 0.792 to 0.812, whereas, RF ranges from 0.802 to 0.822. In terms of F1-score, the RF and SVM
systems with the TF-IDF outperformed the baseline binary classifier system described in [6], by 0.105 and
0.113, respectively. When comparing with only requirement and design classes (baseline classes), the RF with
the TF-IDF outperforms the baseline by 0.144 in terms of the F1-score average.

For the CNN-based classifiers, the five pre-trained models and TF-IDF are used with A-dataset to
train and test SLCNN and MLCNN models. The results show that the CNN system with the Bert pre-trained
model outperforms the TF-IDF and the other pre-trained models. By comparing the results of the SLCNN and
MLCNN systems, the MLCNN outperforms the SLCNN in two models SE-W2V and BERT. For the W2V and
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FastText models, the accuracy and recall are equal, but the F1-score and precision in SLCNN is better than
MLCNN. The Golve with SLCNN outperforms the MLCNN.

4.3. Experiments on the M-dataset
In this experiment set, the five described ML classifiers are trained and evaluated using the M-dataset.

All the configurations used in these experiments are kept the same as used in the previous experiments con-
ducted on the A-dataset. The main results of these experiments are shown in Table 7. As it is clear from the
presented results, the RF classifier outperforms NB and SVM classifiers. The two CNN-based systems take
the same parameters as mentioned in the experimental setup section 4.1. Each system is trained on the training
data and evaluated on the testing data of the M-dataset. The five pre-trained models (W2V, SEW2V, GloVe,
FastText, and BERT), and TF-IDF are all used for feature extraction in the CNN experiments.

Table 7. Performance of all classifiers using M-datase
NB Precision Recall F1-score Accuracy

TF-IDF 0.670 0.696 0.590 0.696
USE 0.664 0.639 0.646 0.639
RF

TF-IDF 0.826 0.820 0.801 0.820
USE 0.838 0.807 0.778 0.807
SVM

TF-IDF 0.774 0.783 0.775 0.783
USE 0.737 0.753 0.728 0.753

SL-CNN
TF-IDF 0.757 0.761 0.739 0.761
W2V 0.807 0.812 0.798 0.812

SE-W2V 0.783 0.791 0.783 0.791
GloVe 0.802 0.802 0.785 0.802

FastText 0.804 0.806 0.788 0.806
BERT 0.796 0.804 0.792 0.804

ML-CNN
TF-IDF 0.721 0.748 0.707 0.748
W2V 0.779 0.793 0.776 0.793

SE-W2V 0.797 0.805 0.794 0.805
GloVe 0.792 0.799 0.784 0.799

FastText 0.783 0.791 0.783 0.791
BERT 0.804 0.809 0.795 0.809

Similar to the experiments conducted on the A-dataset, the TF-IDF outperforms the USE vectorization
method. The RF system with the TF-IDF outperforms the baseline system described in [6] which uses the same
dataset (M-dataset) by 0.055 of average F1-score for two types of SATD (requirement and design). For the five
types of SATD, our approach achieves an average of F1-score 0.801, which outperforms the baseline by 0.092.
The RF with the TF-IDF achieves the best accuracy with the M-dataset.

With the CNN classifiers, the single-layer CNN with the Word2Vec outperforms the TF-IDF and the
other pre-trained models. Moreover, the accuracy of the five pre-trained models ranges from 0.791 to 0.812.
By comparing our system which classifies SATD into five classes with the result of the binary classification
study published in [46] that used CNN model and the M-dataset, our SLCNN system outperforms it in the five
pre-trained models and the TF-IDF.

The results of MLCNN show that the BERT model outperforms the TF-IDF and the other pre-trained
models. MLCNN with the M-dataset are improved in two models, BERT and SE-W2V. This result is the same
result of MLCNN with the A-dataset. The accuracy of the other three models (W2V, Glove, FastText) is better
with SLCNN for the two datasets.

These results indicate that the single-layer CNN performs better than the multi-layer CNN with three
pre-trained models. This suggests that no need for many layers in the neural network for this task, possibly
because the length of comments is considered short. The length of comments ranges from 1-500 words, mostly
falling between 1 and 50 words, with an average of 11 words. These results of the experiments agree with
the findings of the study [47] which found that for text with about 50 words, one convolution pooling layer is
suitable, and for text with around 500 words, two convolution pooling layers can be used. For the BERT model,
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the result is better than the MLCNN, because the architecture of BERT for word embedding is different from
the other models. The main diffidence between the SE-W2V model and the other models is the dimension of the
vector. The SE-W2V produces 200-dimensional vectors, whereas, the other models produce 300-dimensional
vectors.

4.4. Statistical test
In all of the experiments presented in this paper, each experiment is repeated 10 times to estimate the

variability of the results and to evaluate how close to each other. In addition, to increase the accuracy of the
estimate, assuming no bias or systematic error is present. The same classifier runs with two datasets, and the
best performance is recorded for each one. To conduct a suitable statistical test for our approach, we adopt
the method produced by [48], which performs the statistical tests for multi-classifiers over multiple datasets,
similar to our case.

This method compares the obtained results using Friedman’s non-parametric test. It ranks the clas-
sifiers for each dataset separately, then the Friedman test compares the average ranks of classifiers over all
datasets that are shown in Table 8. If Friedman’s test finds statistically significant at p <0.05, then the null
hypothesis is rejected, we can proceed with a post-hoc test. The Nemenyi test is used to compare all classifiers
to each other.

Table 8. Average ranking for all classifiers and language models
TFIDF USE W2V SW2V GloVe FastText BERT

NB 0.46 0.33 - - - - -
RF 4.17 1.92 - - - - -

SVM 2.19 1.13 - - - - -
SCNN 1.19 - 3.77 2.38 3.11 3.97 4.11
MCNN 1.26 - 2.38 3.08 2.45 3.01 4.37

The result of the Friedman test for null-hypothesis: the distributions of all samples are equal was
rejected with P=4.69E-09. Additionally, as the study in [48] recommends that Friedman chi-square is working
better with N and k are big enough (as a rule of a thumb, N >10 and k >5) where N is the number of datasets,
and K is the number of classifiers. We repeated the test with another non-parametric test that should be preferred
over the parametric ones [48]. We conduct Nemenyi to compare the accuracy of algorithms for each other which
showed there are statistically significant between the accuracy of algorithms.

5. CONCLUSION
In this study, we presented classical machine learning and convolutional neural network approaches

to identify and classify SATD from source code comments and commits. Furthermore, we investigated the
effectiveness of NLP feature engineering techniques for the SATD classification. Different NLP techniques
were used in this study, including TF-IDF and word embedding vectorization methods to feed in different
classifiers.

Two datasets were used in this study; the publicly available dataset used in previous studies (M-
dataset), and a manually collected and annotated dataset for this study (A-dataset). A Kappa statistical test was
applied to accept the label of each SATD comment to verify its authenticity. We achieved a level of agreement
measured between the author and experts of +0.82 based on a sample including 0.17 of all technical debt types,
which is considered almost perfect agreement.

The traditional and well-known TF-IDF NLP techniques and the state-of-the-art word embedding
techniques: USE, Word2Vec, Golve, FastText, and BERT were used for representing comments into a numeri-
cal feature vector. We evaluated the proposed approach by comparing the accuracy of the classifiers using the
two datasets. For classical machine learning, three types of classifiers are used (NB, RF, and SVM) with two
types of word representation methods (TF-IDF and USE). The classical machine learning techniques worked
better with the TF-IDF. This can be improved by comparing the best classifier accuracy (RF and TF-IDF) with
(RF and USE). The results for the A-dataset showed that TF-IDF achieved an accuracy of 0.822, while USE
achieved 0.771. For the M-dataset, TF-IDF achieved 0.820, and USE 0.807. For convolutional neural networks,
we used the CNN classifier with five NLP word embedding methods and the TF-IDF. The CNN with BERT
achieved the best accuracy for the A-dataset: 0.838. The Word2Vec is the best according to the M-dataset with
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an accuracy of 0.812. In the future, we plan to increase the scale of our approach by adopting more projects
that are developed in different programming languages. Additionally, in different domains, for example, mo-
bile applications, commercial software, and medical and healthcare domains, more investigation into the other
types of neural networks, deep learning architectures, and pre-trained models, and fine-tuning the parameters
of models in order to improve the accuracy of classification SATD.
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