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 The minimization of propagation delay between pipeline stages is very 

important in wave propagation through pipeline-stages. The propagation 

delay can be minimized by minimizing the number of stages in a pipeline. In 

the proposed design a dynamic stage control is imparted in the pipeline. The 

propagation delay can be optimized in any type of pipeline by controlling 

number of stages dynamically. The pipeline interpretation helps a lot to 

overcome the flaws due to not ready sequence (NRS) and synchronization 

problems. It is observed that, in the pipeline design the basic and actively 

involved pipeline techniques are concerned with different challenges like 

clock, throughput, cell area, and sizes. As the data throughput increases the 

number of stages in pipeline also needs to be increased to meet the desired 

goal. In the case of unpredictable data speed, the definite number of pipeline 

stages creates severe problems. In this work a dynamic pipeline is integrated 

where the number of stages is dynamically changing depending up on data 

speed. In dynamic pipeline technique the circuit cell area of reconfigurable 

computing system (RCS) will be reduced dynamically at low-speed data 

transmission. In the high-speed data communication, the data speed is 

managed and controlled by dynamic delay loops. 
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1. INTRODUCTION 

With the advent of field programmable gate array (FPGA) it became very easy provides provision to 

design and develop large circuits and systems on single board. In this paper the required components for the 

proposed method and the other existing techniques are analyzed, tested, and compared on FPGA Sparton 3E 

board. The main advantage with FPGA is complex architectures can be easily designed, emulated, and tested 

for different real time applications. In the present paper the concrete designs of registers, interrupt logic, 

pipeline, and counters are implemented with Xilinx FPGA.  

Flexibility, malleability, training, and adaptability are the characteristics of the present research 

work. This environment motivated to design dynamic delay loops, which are proportional to the input data 

rate. In the present system high speed data rates are obtained from real time environment such as digital 

tachometer which is interfaced with electrical motor speed measurement system. The speed of rotor is 

https://creativecommons.org/licenses/by-sa/4.0/
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measured with wireless sensor (such as tachometer) in terms of standard parameter rotation per minute 

(RPM).  

When the systems are interfaced with sophisticated sensors, the design realizes the importance of 

trained system for enhancing the count of delay loops and pipeline stages dynamically rather than 

programming elements [1]. The sensors are sophisticated in measuring wide range of readings. The 

processing elements in FPGA make feasible to develop prototype of the proposed system.  

The trained systems require artificial neural networks (ANN) models [2]. The models like Kohenen 

self-organizing maps use very simple neuron mode. The interconnections have individual weight. Each 

weight indicates certain input received from measure end in the current proposed system. In the present  

self-organizing model, the weights are modified with-out stating any output. Self-organized map (SOM) is 

method also called as dimensionality reduction. The SOM transforms a multidimensional input space having 

multiple set of various input samples into low dimensional map [3]. Here in the present work the network is 

designed to find its own solution in-terms of number of delay loops automatically. The input contains sensor 

data and the number of stages of pipelines and their inherited loops. 

The delay loops are present at individual pipeline stages which are acting intermediate elements 

between processor and measurement element. The number of stages and number of dynamic loops are 

detected, and comparisons are done with different methods. The propagation delay time in a pipeline is 

minimized with proposed clock scheme. The propagation delay time is relatively reduced while number of 

stages is increased. It is observed that minimum numbers of loops are activated in proposed dynamic method 

and so cell area and processing time is less. In the present work, the RPM measurement accuracy increased 

with direct memory access (DMA) controller with dynamic pipeline (DMADP) method. The consequences 

due to the design problem can be minimized with DMADP method with reconfigurable computing system 

(RCS). The novelty in dynamically controlled number of stages in pipeline is adjusted and implemented with 

the help of hardware circuit RCS. In the present work dynamic delay loops are realized on FPGA Sparton 3E 

family electronic board for controlling number of stages. The dynamic loops provide variable delay between 

pipeline stages. The propagation delay can be controlled by this dynamic delay loops. The pipelines and other 

logics are developed in Verilog code. 

 

 

2. EXISTING TECHNIQUES 

The work presents a new wide-range speed measurement method, using the DMADP. As the DMA 

method is superior to other methods [4], finally the dynamic pipeline is used with DMA method. In this 

process, a new dynamic pipeline clock scheme is proposed to minimize the propagation delay time through 

digital measurement system. The new clock scheme is applied to pipeline by applying different input 

frequencies. An optimized propagation delay time is obtained with new clock scheme, when compared with 

existing techniques [5]–[7].  

In the present research work, first the new dynamic pipeline system is tested with wave-pipeline [8], 

[9], and mesochronous pipeline alone [10], [11]. Secondly the new method DMADP is implemented on time 

based method and pulse count method along with dynamic pipeline. As the input device frequency increases, 

the number of pipeline delay loops dynamically increases and sets or adjusts proportional delay for not ready 

sequence (NRS) sequence of a DMA processor. The number of loops needs to be increased dynamically and 

hence a RCS is used, where this is not possible with fixed embedded system design. RCS is more intelligent 

because it is dynamically controllable and manageable [12]–[15]. RCS also reduces system design 

complexity, when comparing with synchronous frequency measurement system [6], [15]–[19]. In the present 

work, the increase in the input frequency of the encoder observed in terms of variations in dynamic loops 

invoked. It is found that DMADP counter is accurate in activating loops than time based and other Pipeline 

method. 

To study the present method a DC motor is taken into consideration for testing. The new method can 

also be adoptable to different applications like fiber optics [20], [21], signal processing, and computer 

architecture [22], and linear model frequency measurement [23]. The prototype of DC motor with 

Tachometer is interfaced with FPGA board [24]. The prototype is designed to test the speed range between 

500 rpm to 3,000 rpm. At different rpm the number of dynamic loops activated is observed in NRS of DMA. 

Accurate numbers of loops are generated in DMADP method when compared with other methods. 

 

 

3. PROPOSED METHOD 

A DC motor is setup with tachometer. The non-contact disc type tachometer is constructed with 32 

slots as shown in Figure 1. The infrared receiver (IR) sensor is place as shown in Figure 2 to detect the white 

and black slots on tachometer disc. The snapshots of the FPGA board interface with IR sensor are shown in 

Figures 1 and 2. The IR sensor (optical) output is attenuated with the help of comparator as shown in  
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Figure 3. The detailed functional diagram of proposed method is presented in Figure 4. In Figure 3 the 

inherent individual functional units are represented. Each functional unit considered as a node in the neural 

network. In the proposed method a self-organized neural network plays key role in determining dynamic 

loops after pre-defined measurement. The system is trained in such a way that the output of the comparator is 

fed to input pins of Sparton 3E with the help of J-Tag interface which is shown in it can produce or provoke 

more accurate loops in proportional to the pulses generated as outcome of tachometer. The self-organized 

neural network representation of proposed system is shown in Figure 5. The Sparton 3E electron board 

includes for dynamic pipeline and counter. The dynamic pipeline, counter and other components are 

discussed in the rest of this paper. When high speed devices are interfaced, the dynamic loops are activated 

appropriately in the proposed DMADP method. Where, this is not happening in simple wave pipeline, 

mesochronous and any other method because of the difficulty in selecting delay element at real time. As the 

frequency of the measurement device increases the pre-defined individual loops get cascaded with the 

previous stages of the pipeline. This is how, the number of stages including pre-defined multiples of loops.  

 

 

  
 

Figure 1. Snapshot of tachometer 

 

Figure 2. The Board I/O pins are interfaced with IR 

sensor module with the help of J-Tag 

 

 

 
 

Figure 3. Block diagram of proposed method 

 

 

 
 

Figure 4. Functional diagram of proposed method 
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Figure 5. Self-organized neural network 
 

 

3.1.  Self-organized network 

The present system contains arbitrary dimensions of input system. The input dimension is framed 

between sensor data, and number of pipeline stages and their loops dedicated for delay creation. Hence it is 

very important process of mapping extensive pattern space into feature space. The transformation of arbitrary 

incoming signal pattern into multi-dimensional pattern i.e., one-or two-dimensional discrete map is done in 

topological ordered fashion. In the present work during competitive learning, neurons are tuned to take the 

input signal up to some extent (set-point) of frequency. The winning neurons are mapped in appropriate 

number of dynamic loop system with respective to the input features. The winning neuron in the hidden layer 

implements the logic to check the number of pulses and compresses the number of pipeline stages and delay 

loops. Therefore, it is said that the self-organized map follows the topographic map in association with input 

frequency. 

The Figure 4 depicts the transformation of high dimensional data space into low-dimensional 

discrete output space. The self-organizing map (SOM) is framed in single forwarded structure. In the output 

low dimensional layer every node is associated in respect to the input nodes. The low-dimensional layer is 

arranged in rows and columns.  

In the present work single computational layer with rows and columns are arranged as shown in 

Figure 5. It is observed that, one dimensional or low dimensional layer map is produced with the present 

architecture. Each neuron in output space has direct connection with the input space through hidden layers. 

The output layer is a computational layer computes number of loops need to be connected in response to the 

input frequency at each pipeline stage. In the present output layer, there are eight loops considered across 

each stage of the pipeline and there will be total 8 stages framed in concern with the increase in the input data 

frequency. In the output space each node represents a loop. 

Each node in the output population is activated with respective to the input signal frequency 

measurement and their readings and corresponding loops are presented in Table 1 to Table 3. The 

neighboring node is the low-dimensional output map is dynamically selected at the appropriate and every 

pre-requisite reckoning of rpm on the tachometer disk. 

 

3.2.  Merits and demerits of proposed system 

Merits of proposed system are as follows: i) dynamic pipeline is not possible in embedded system 

hardware, ii) RCS devices are more intelligent, iii) supports self-synchronization [25], iv) modular 

programming is easy, v) new versions can be easily implemented without hardware up gradation, vi) the 

clock distribution is easier with internal logic gates, vii) it is very easy to write code in Verilog, viii) dynamic 

pipeline can be achieved in RCS is easy [26], ix) higher performance can be achieved, x) the proposed 

pipeline scheme avoids wave collision and minimizes the data propagation delay, and xi) in the proposed 

system the clock speed mainly affected by interrupt-based clock scheme. It avoids predicting the delay 

elements in the clock path. While the demerits of the proposed system are as follows: i) cost effective and  

ii) mostly applicable when high performance is required. 
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Table 1. RPM in time based method 
S NO Actual RPM RPM in traditional time 

based 

RPM in traditional pulse count 

method 

Loops invoked in time based 

DDL method 

1 750 750 750 750 

2 870 870 870 870 

3 960 960 960 960 
4 1020 1005 1005 1020 

5 1080 1006 1006 1080 

6 1140 1006 1006 1140 
7 1260 1006 1006 1260 

8 1320 1006 1006 1320 

9 1380 1006 1006 1380 
10 1770 1006 1006 1770 

11 2160 1006 1006 2160 

12 2460 1006 1006 2460 
13 2580 1006 1006 2580 

 

 

Table 2. RPM in mesochronous dynamic loops 
Switch No RPM Loops 

(𝑇𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑_𝑙𝑜𝑜𝑝𝑠) 

Additional loops invoked per sec (-ve) 

(Terror_loops) 

1 1080 10 0 

2 1170 16 5.25 

3 1260 22 10.5 
4 1380 29 18.5 

5 1470 36 22.75 

6 1560 42 28 
7 1620 46 31.5 

 

 

Table 3. RPM in wave pipeline with dynamic loops 
S No RPM Loops 

(𝑇𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑_𝑙𝑜𝑜𝑝𝑠) 

Error in loops  
(Terror_loops) 

1 1110 24 3.5 

2 1170 34 8.5 

3 1260 44 21.5 
4 1350 56 31.5 

5 1470 72 45.5 

6 1560 84 56 
7 1590 88 59.5 

 

 

4. EXPERIMENTAL SETUP 

4.1.  Traditional time base and pulse count methods 

The time base method (TBM) [27], [28] and pulse count method (PCM) [29], [30] are two methods 

which are two basic methods used in all standards. These methods are first implemented with dynamic 

pipeline and then tested with DMADP. In these traditional methods it is producing exact RPM till the 

processor set point reaches in the Process element. When it reaches the set point it is unable to read the next 

pulse. If the i/p speed increases than the processor speed limit (set point) then the processor unable to follow 

the input data. In this case processor produces a constant reading in all the cases.  

In the present case the processor speed is set to measure 1,000 rpm. When the RPM increases than 

1,000 rpm the processor is unable to read next pulse from tachometer. The measurement readings are shown 

in Table 1. A pipeline with dynamic pipeline is cascaded with time base and pulse count method to 

synchronize the speed between high-speed device and slow speed processor. As the speed increases beyond 

the processor speed the pipeline stages and dynamic loops increases with respect to the additional pulses 

generated. The number of stages in the pipeline increases after predefined number of loops is reached in the 

process. 

 

4.2.  Time base methods with dynamic pipeline 

Unlike the traditional method, as the number of pulses go beyond the set point it automatically 

increases the number loops and further it increases the pipeline stages with respect to the number of loops. 

Time base method with dynamic pipeline is not much suitable because it is activating one loop for each 

RPM. So, the time complexity is high here. In this method it is assumed as 1 RPM is equal to 64 pulses. The 

readings at different frequencies are shown in Table 1. 

 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

A new method for self-organised dynamic delay loop associated pipeline with … (Nandigam Suresh Kumar) 

3535 

1 rpm=1 dynamic loop 

 

Hence, after every completion of 64 loops only the system will activate one loop. This shows that 

the accuracy of pulse measurement is poor in both time base and pulse count with dynamic delay loop (DDL) 

implementation. Therefore, there is no use of any DDL in time base and pulse count method. But, the 

performance can be improved with the help of integrating dynamic pipeline. 

To compensate the clock delay in mesochronous pipeline, delay loops are produced to carry extra 

pulses. Here 1loop=8 RPM. Like traditional method the DMA counter is set to count 1,000 rpm. Beyond this 

it will activate the dynamic loops to synchronize the tachometer pulses and counter speed. Due to the clock 

delay problem the pipeline is unable to invoke exact number of delay loops. The following Table 2 is 

showing error in terms of extra delay loops required. The first column represents the switch number used to 

control motor speed. With the combination of multiple numbers of switches the speed can be controlled 

between wide ranges up to 3,000 rpm. 

In this technique there is no requirement of activating dynamic loops. After the set point reached in 

DMA counter, for instance at 1,080 rpm the rpm needs to measure beyond 1,000 rpm is 80 rpm. To 

compensate the extra rpm the dynamic loops are activated after each 8 rpm. 8 rpm is considered to identify 

prominent errors in the loops. Hence, 80/8 loops will be activated. In this case the error in loop measurement 

is zero. While the speed increases, the pulse rate also increases, and number of loops activated may not 

reflect in the same ratio. The total number of loops (Tloops) counted as,  

 

4.3.  DMA with mesochronous dynamic pipelined pulse count method 

The set-point (SP) of the rpm is set in the DMA counter as 1,000 rpm, MV represents the measured 

value, and 𝑁𝑟𝑝𝑚_1𝑙𝑜𝑜𝑝 is equal to the number of rpm considered for 1 loop. For suppose at switch 5, the 

measured rpm value (MV) is 1,470. The difference between SP and MV is now 470. Then the actual loops 

need to be activated must be equal to,  

 

Tactual_loops=470/8=58.75 loops 

 

In the above calculation the fraction part 0.75 loops indicated 6 rpm. The number of loops measured 

(𝑇𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑_𝑙𝑜𝑜𝑝𝑠) are 36 loops. Hence the error in loops (Terror_loops) are calculated by, 

 

𝑇𝑒𝑟𝑟𝑜𝑟_𝑙𝑜𝑜𝑝𝑠 = 𝑇𝑎𝑐𝑡𝑢𝑎𝑙_𝑙𝑜𝑜𝑝𝑠 − 𝑇𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑_𝑙𝑜𝑜𝑝𝑠 

 

i.e., 58.75-36=22.75 loops 

 

4.4.  DMA with dynamic wave pipelined pulse count method 

In wave pipelined pulse count method the clock delay is compensated by distributing the delay 

loops equally to the maximum propagation delay and minimum propagation delay path. This also leads 

confusion in providing exact delay loops to compensate clock delay. In this method 4 rpm is considered as  

1 loop. The following Table 3 is showing error in terms of extra delay loops required in. The RTL schematic 

of the existing model and dynamic pipeline are shown in Figures 6 and 7 respectively.  

 

4.5.  DMA with dynamic pipelined pulse count method 

The pulses are measured with the help of a counter. These counting of pulses will start from time t0 

to until 1 sec sampling time duration is completed. Here the device is set to measure 1,020 rpm. So that in 

1sec sampling time, 17 rpm can be accessed through the device. So here an accuracy level of 0.05882% can 

be achieved in phase change material (PCM).  

Once this 1 sec sampling period is completed a CLER signal will be generated to clear the count in 

the counter. Once the counter receives the Clear interrupt it latches the count in a buffer. For instance, if the 

buffer value is 32 and so, it represents one rotation as one rotation is equals to 32 pulses. If it further 

multiplied with a factor 60 it indicates speed for 1 minute. That is nothing but RPM. 

In DMADP pulse count method the counter is set to count 17 pulses per second. When the count 

crosses 17 pulses the dynamic loops and number of pipeline stages will be activated automatically. The 

additional dynamic loops activated are shown in in the Table 4. For suppose at switch 6, the actual number of 

loops are calculated as, 

 

Tactual_loops=560/4=140 

 

Terror_loops=140-84=56 
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For example, when RPM is 1,080, it produces 18 pulses per sec. It means it is producing 1 excess 

pulse at each second to satisfy the total count. Although the counter is programmed to count 17 pulses, the 

counter is able to count 18 pulses with the help of dynamic loops at each pipeline. Here the readings of RPM, 

in terms of dynamic loops and measured RPM are shown in Table 4. As the count increases the delay loops 

at pipeline also increases dynamically. These dynamic loops will compensate the extra pulses generate at the 

tachometer. These dynamic loops will carry the extra pulse to the DMA counter. After certain count the 

DMA will clear the count in its counter. During CLEAR operation the DMA enter NRS state. The pulses 

during NRS state were also hold in pipeline loops. 

 

 

  
 

Figure 6. Layout of dynamic mesochronous pipeline 

 

Figure 7. Layout of pulse count method with 

dynamic pipeline 

 

 

Table 4. RPM DMADP with pulse count method 
S No RPM Loops Invoked in DMADP Method 

(𝑇𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑_𝑙𝑜𝑜𝑝𝑠) 

Additional loops invoked per sec 
(Tadditional_loops) 

1 1080 18 1 

2 1140 19 2 

3 1260 21 4 

4 1320 22 5 

5 1410 23 6 
6 1560 26 9 

7 1650 27 10 

8 1770 29 12 
9 1890 31 14 

10 1950 32 15 

11 2070 34 17 
12 2190 36 19 

13 2220 37 20 

14 2340 39 22 

 

 

The CLEAR signal took almost 20 ms to clear the counter, which is producing a not ready sequence 

in counter. So, during this 20 msec the counter may not receive the next input data. If the width of the NRS 

due to CLEAR signal could be reduced, then NRS can be minimized. In this state the counter undergoes to 

not ready state (NRS). As the input data is coming at 960 microsec, the 20 msec NRS can create serious 
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problem, because per one rotation it takes a delay time of (32×960 μsec) 30 msec (approx.). In embedded 

systems and anorectal malformation (ARM) processors this NRS value is fixed, but this can be manageable 

in reconfigurable computing. High tenacity, high accuracy, short detecting time, minimum relative error, and 

wide range of measurement are the characteristics of proposed system. Comparative results with different 

pipelines are shown in Figure 8. 
 

 

 
 

Figure 8. Analysis of loops and additive loops executed at different types of pipelines 

 

 

5. CONCLUSION 

Reconfigurable computing system (RCS) is used to control and generate the clock signals. RCS is 

used to produce dynamic pipeline and loops. When measure end frequency is very high than the DMA 

counter, the pipeline will take part to synchronize the speed between DMA and measure end and vice versa. 

The pipeline stages are dynamically increasable with FPGA programming. The propagation delay is 

minimized with new clock scheme. The accuracy in the frequency measurement is improved with the help of 

dynamic loops when compare with other measurements. The proposed system is able to fetch input data in 

Not Ready Sequence and parameters like loops, pipeline stages, counters, and pipelines are all dynamically 

controllable. The proposed pipeline enables exact number of delay loops as per the input data rate. 
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