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 In this research paper, we focused on the developing a secure and efficient 
time-series forecasting of nuclear reactions using swarm intelligence (SI) 

algorithm. Nuclear radioactive management and efficient time series for 

casting of nuclear reactions is a problem to be addressed if nuclear power is 

to deliver a major part of our energy consumption. This problem explains 
how SI processing techniques can be used to automate accurate nuclear 

reaction forecasting. The goal of the study was to use swarm analysis to 

understand patterns and reactions in the dataset while forecasting nuclear 

reactions using swarm intelligence. The results obtained by training the SI 
algorithm for longer periods of time for predicting the efficient time series 

events of nuclear reactions with 94.58 percent accuracy, which is higher than 

the deep convolution neural networks (DCNNs) 93% accuracy for all 

predictions, such as the number of active reactions, to see how the results 
can improve. Our earliest research focused on determining the best settings 

and preprocessing for working with a certain nuclear reaction, such as fusion 

and fusion task: forecasting the time series as the reactions took 0-500 ticks 

being trained on 300 epochs. 
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1. INTRODUCTION 

The massive work done on nuclear physics in the 1950s, 60s and 70s was mainly focused on nuclei 

close to stability, due to the limited ability to produce unstable nuclei as mentioned in [1]. Thus, the 

knowledge on nuclear physics extracted in that period was mostly based on the about 300 stable nuclei 

(compare to the about 6,000 nuclei that has been predicted by theory to be particle bound). This knowledge 

was in the 80s found to be incomplete when it became possible to study unstable nuclei at facilities such as 

CERN, RIKEN in Japan, MSU in USA, GANIL in France and several other places as mentioned in [2]. One 

of the first discoveries that changed the traditional view of nuclear physics was that of a neutron halo 

structure observed by researcher in [3]. To explore nuclei further and further away from stability is not an 

easy task and demands an ongoing development of production and detection techniques. The evolution of the 

nuclear chart where the development from about 800 isotopes in the 40s to about 3000 isotopes today is 

visualized. Within the last 20 years about 1/3 of all known isotopes has been discovered and hence the basis 

https://creativecommons.org/licenses/by-sa/4.0/
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for extending nuclear theories to unstable nuclei has been greatly improved as mentioned in [4]. When 

investigating nuclei far from stability one meets the problems of low production yield and very short half-life 

thus the time between production and measurement has to be very short. The world of today is a place where 

scientists are constantly asked if their research is relevant and can benefit society as mentioned in [5]. 

Nuclear physics is not an exception to this rule which is clearly seen in the many different ways in which 

nuclear physics is used in everyday life-though it may not always be visible (just think of how nuclear 

magnetic resonance (NMR) became magnetic resonance (MR) to get rid of the word Nuclear). All nuclei, 

surrounding and inside of us, are created somewhere in the universe and most of these through the nuclear 

synthesis which connects astrophysics to nuclear physics as mentioned in [6]. According to the big bang 

model the first nuclei were created only 3 minutes after the big bang and at that time the early universe was 

composed of about 3/4 of h and 1/4 of, he and minute amounts of a few other light nuclei as mentioned in [7]. 

After another 200 million years according to new measurements from Wilkinson microwave anisotropy 

probe (WMAP) stars start to form by gravitational collapse of huge gas clouds containing H and He. Through 

the collapse the cloud heats up and eventually the temperature is high enough for nuclear burning to set in as 

mentioned in [8]. In this nuclear fusion process first burned to Him and, if the star is massive enough, the He 

is then burned to heavier nuclei. This repetitive process continues, if the star is massive enough, until the 

burning reaches Ni (A 60) which has the largest binding energy per nucleon and thus fusion is no longer 

energetically favorable as mentioned in [9]. 

Nuclear radioactive management and efficient time series for casting of nuclear reactions is a 

problem to be addressed if nuclear power is to deliver a major part of our energy consumption. So far this has 

been done simply by storing the nuclear reactions in old mines. A novel technique called swarm intelligence 

(SI) where the long-lived nuclear reactions are transmuted, by a neutron flux created by an accelerator, into 

more neutron rich isotopes with a shorter half-life has been proposed. An obvious advantage of this method is 

the reduction of nuclear waste, but it also produces additional energy though less profitable than the 

conventional reactor. In this method the nuclear burning is said to done sub critically since an exterior 

neutron flux is necessary to sustain the nuclear burning process and therefore is very unlikely to cause a 

nuclear melt-down. Our goal is to further the field of nuclear science and artificial intelligence by 

demonstrating how an artificial intelligence (AI) based SI algorithm could be trained to forecast the efficient 

time series events during nuclear reactions on python programming-based environment. 

− Compare SI algorithms with past research and achievements on effective time series forecasting of 

nuclear reactions and after reactions by evaluating the reactions using SI processing. 

− Use a swarm intelligence-based analytic method on the unified open-source dataset to gain a better 

understanding of nuclear processes with less data loss and greater precision. 

− Develop an innovative swarm intelligence-based analytical system based on novel methodology that 

produces good results for nuclear reactions and predicts unforeseen side-effects during time series 

forecasting. 

− Swarm analysis was used to understand certain patterns and reactions within the dataset during the 

forecasting of nuclear reactions in terms of swarm intelligence. 

− Give an overview of previous research and accomplishments in the use of SI as a tool for predicting and 

forecasting time series-based nuclear reactions. 

 

 

2. LITERATURE REVIEW 

The field of nuclear physics was almost born together with the application of X-ray imaging by the 

work of researcher in [10] in the late 19th century. X-ray imaging is possible since X-rays interact stronger 

with heavier nuclei and thus have a shorter range in bones (made mostly of Ca) than in tissue (mainly  

composed of H, C and O). Today X-ray imaging is an indispensable tool for doctors and dentists in their 

daily work in locating fractures and finding holes in teeth, respectively as mentioned in [11]. Taking X-ray 

images from different angles makes it possible to generate 3-D imaging of the harder parts of the human 

interior via computerized axial tomography (CT or CAT scanning) as mentioned in [12]. When trying to look 

at the softer parts of the human interior X-rays are obviously not a good idea since soft tissue has more or 

less the same nuclear composition as mentioned in [13]. One way of overcoming this problem is by the  

so called tracer method. In this method one places a radioactive isotope in an organic molecule which binds 

to or is collected in the kind of tissue on which information is needed as mentioned in [13]. When the 

radioactive isotope reaches the area of interest the host molecule is trapped and likewise the radioactive 

isotopes which can then be seen by gamma-cameras. A more precise variant is that of positron emission 

tomography (PET) which uses radioactive isotopes that decays by emitting positrons (beta-plus decay) as 

mentioned in [14]. The positron then annihilates with one of the nearby electrons and emits two 511 keV 
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gamma-rays which are then detected in coincidence. Another way to access information on the structure of 

the softer tissue in the human body is to use NMR or MR which basically measures the relaxation time of the 

proton spin after is has been perturbed as mentioned in [15]. The essence is that the relaxation time is 

dependent on the molecule or surrounding in which the hydrogen nucleus is situated as the reactions are 

shown in Figure 1. The NMR technique has the advantage, compared to tracer methods and computed axial 

tomography (CAT) scanning, that it produces images with more contrast, better resolution and give a 

complete image of the region, where tracer methods only show the area where the tracer is present as 

mentioned in [16]. Cancer therapy is by far the largest field in decease treatment where nuclear physics is 

applied and an especially important one since one million people in the EU alone is diagnosed with cancer 

every year. Treatment is done by irradiating the tumor with either gamma-rays or ions and thereby destroying 

the deoxyribonucleic acid (DNA) of the cancer cells as mentioned in [17]. Using gamma-rays is today the 

most widespread method to treat cancer since they are easily produced as bremsstrahlung when high energy 

electrons are stopped in a thick target. Unfortunately, photons have a very flat depth-to-dose profile, that is 

the energy deposited per length only varies slowly with the deposition depth and deposits the same dose 

within a factor of two over a range of 20 cm as mentioned in [18]. This problem could be overcome by 

irradiating the tumor with ions, protons in most cases, whose depth-to-dose profile grows with the 

implantation depth up to a maximum situated at the average range of the proton and has an increased radio 

biological efficiency (RBE). 

 

 

 
 

Figure 1. The chemical structure of nuclear reaction with the help of radio biological efficiency [19] 

 

 

In recent years’ cancer therapy with heavier ions (C) has been developed and is now being used on 

humans two places in the world (GSI, Germany and China, Japan). Nuclear reactions are used since it is the 

optimum ion for killing most cells in the tumor and least in the healthy tissue surrounding the tumor. 

Furthermore, irradiating tumors with C has the advantage that nuclear reactions take place when the beam is 

implanted in the patient and lighter carbon isotopes, like C and C, are produced as mentioned in [20]. These 

carbon isotopes decay via beta-plus decay and hence the dose deposition can be monitored on-line via PET. 

Furthermore, the idea of using radioactive isotopes for cancer therapy has been discussed since the 

subsequent decay of the ion would add extra “killing power” to the tumor. For more informat ion on cancer 

therapy with heavy ions see the nice review on the work done at GSI in Germany as mentioned in [21].  

Another method for cancer treatment has been investigated, e.g. at ISOLDE at CERN, where a 

radioactive alpha-emitter is attached to an organic molecule which binds to the tumor. When the radioactive 

isotope arrives at the tumor the idea is that the ionizing radiation kills the cancer cells while the surrounding 

tissue is left undamaged. This method has been tested on mice and shows very promising results as 

mentioned in [22]. This field is of course well known, hated, or loved, and one that must be taken seriously if 

our blue planet is to survive in the long run. Especially with the third world closing in on the industrialized 

countries the amounts of fossil fuels will probably not last very long, and our environment will most probably 

suffer very severely (e.g. the greenhouse effect) as mentioned in [23]. In this perspective nuclear power 

production must be looked at as an alternative at least for a limited period until possible renewable energy 

sources can support most of the earths energy consumption as mentioned in [24]. Apart from the subjects 

mentioned above many others exists within the realm of modern nuclear physics, e.g. the search for super 

heavy nuclei, solid state physics, radiocarbon dating, material analysis by neutron scattering and the search 

for physics beyond the standard model as shown in the Figure 2. 

A new fusion reactor is currently being designed by the international collaboration ITER (ITER 

meaning “the way” in Latin) using magnetic confinement as JET. Nuclear fusion could also be achieved by 
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use high energy heavy ion beams or very intense laser beams to compress a small capsule, containing the 

nuclear fuel, causing it to heat dramatically and thereby starting the fusion process as shown in Figure 3. This 

method is called inertial confinement fusion (ICF). 

Two facilities are currently being built in France and Turkey using laser beams to obtain ICF. Laser 

driven ICF is probably best suited for research whereas accelerator driven ICF most likely will be used if ICF 

should be implemented in a commercial fusion reactor as mentioned in [25]. Hopefully, these new reactors 

will be the last experimental reactor before nuclear fusion can be utilized commercially to cover the energy 

shortage in the world. Unfortunately, this will probably still take another 50 years as mentioned in [26]. 

Today only nuclear fission is used for energy production in reactors where uranium and plutonium are made 

to fission by neutron bombardment, arising as product of the fission, thus making the process “self-fueling” 

when a sufficient neutron flux is obtained. This unfortunately holds the possibility of nuclear run-away 

processes which results in a total destruction of the power-plant and a huge radioactive pollution of a large 

area (think of Chernobyl which was not a nuclear melt-down but still had a great impact). Thus, reactors 

without this dangerous feature must be developed, in my perspective, if nuclear power is to be allowed by the 

public as a major energy source. 

 

 

 
 

Figure 2. The basic components of natural processing of nuclear reaction in thermonuclear reactor [27] 

 

 

 
 

Figure 3. The variation of nuclear fission and nuclear fusion with separation [28] 

 

 

3. METHOD 

The Python programming language was used to create the language model and related scripts, which 

is a common language for SI activities. Keras, PyTorch, and TensorFlow are among of the frameworks that 

can be used for these tasks. Though any of these frameworks would be suitable for our research, we chose 

Google’s TensorFlow because of its widespread use and plenty of tutorials and high-quality documentation. 

This research study uses the graphics processing unit (GPU) variant of TensorFlow to enable GPU 
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acceleration and train the models faster by using 300 epochs of training as testing. The code is organized into 

numerous scripts that handle various duties, such as downloading and prepping datasets, as well as scripts 

that detail the SI processing and scripts that train and operate it. The code was utilized as a starting point for 

this study. Although the system also used nuclear reaction test cases for multiple testing objectives, this 

machine was the primary on which the python-based system trained the model. 

 

3.1.  Swarm intelligence algorithm 

A swarm algorithm is a subset of AI and is a metaheuristic optimization algorithm. It draws its 

inspiration from the processes of natural selection in mother nature and involves similar biological processes 

such as selection, crossover, and mutation to solve optimization problems. A typical SI algorithm 

encapsulates these processes as shown in Figure 4. 

a. Initialization of particles: a population of possible solutions to the problem is randomly generated or 

seeded, or both, varying through the search space. 

b. Calculation of fitness: similar to the process of natural selection, a proportion of the population is selected 

to procreate and generate newer solutions based on their fitness, i.e. fitter individuals have a higher 

chance of breeding. 

c. Fitness operators: fitness operators are like breeding processes and inheritance. Genes of parents undergo 

recombination (crossover) to produce offspring with similar traits and then genomes of the offspring are 

mutated to imitate natural mutation. 

d. Heuristics and velocity: Additionally, heuristics may be used to minimize crossover (breeding) from 

parents that are too similar, this supports diversity and helps prevent premature convergence. 

e. Termination on target: the generational process, processes from 2-4: selection, fitness operators, and 

heuristics are repeated through many generations of iterations until certain condition (s) for termination is 

fulfilled. Some conditions for termination are: 

− Solution (s) satisfying the minimal requirements is found. 

− Fixed number of generations of iterations. 

− Set amount of allocated computational time allowed. 

− Newer generations of populations do not generate better solutions. 

− Any combination of the above or others. 

A fitness function is also implemented alongside the SI for the nuclear reactions. It determines how 

an individual is performing in regard to solving the problem. It is used for the selection process where fitter 

individuals have a greater chance at mating and producing offspring. Rendering weaker populations to 

gradually dwindle through generations. 

 

3.2.  Nuclear reactions with swarm intelligence 

The idea behind this project is to first design a sound swarm simulation, capable of replicating 

swarms in real life, true-to-life and lifelike swarms. Measurements will then be defined to determine the 

performance of a swarm. The SI algorithm will use the measurements as a form of nuclear reactions to select 

fitter individuals to breed; the higher the fitness of an individual, the more chance of it producing offspring. 

Through multiple generations of swarm programming, certain behaviors should be emulated and emerge 

from the swarms as their parameters are being tuned by the swam intelligence algorithm. The swarms will 

have different specializations tailored to the scenarios and there will be multiple. Nuclear reactions were 

introduced to the simulation, extending from the original SI algorithm. The purpose of introducing nuclear 

reactions is to coax the SI algorithm into optimizing the swarm for nuclear reactions avoidance. Doing so, the 

simulation may emulate behaviors like the bait ball, exhibited by swarms in the presence of nuclear reactions 

as shown in Figures 5 and 6. The additional steering behavior for nuclear reactions avoidance steers an 

individual nuclear reaction to move away from the nearest nuclear reactions within the radius. 

Nuclear reactions were introduced into the mix as well, extending from the algorithm. The purpose 

of introducing nuclear reactions is to coax the swarm intelligence (SA) Algorithm into optimizing the swarm 

for prey seeking also as shown in Figures 7 and 8 with randomly scattered 256 preys. The simulation may 

emulate behaviors exhibited by swarms in the presence of nuclear reactions. The additional steering behavior 

for reactions seeking steers an individual nuclear reaction to move towards the nearest nuclei within the 

radius. Because it is not trivial for a typical swarm intelligence algorithm to generate a swarm that performs 

well in everything, different specializations were introduced into the simulation for the nuclear reactions. 

Specializations represent basic tasks that swarms would perform such as, having a fast-moving swarm, 

avoiding nuclear reactions, and seeking reactions. The concept is that with different specializations,  

the swarm intelligence algorithm would ideally combine different swarms performing well in their 

specializations together, thus producing newer swarms which should perform relatively well in all 

specializations. 
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Figure 4. The flowchart of swarm intelligence 

 

 

 
Nuclear Reaction: Steer to move away  

from the nearest nuclear reaction 
 

 

Figure 5. Nuclear reaction steering behavior 

 

Figure 6. A swarm of 256 nuclear reactions in the 

swarm simulation with tick is 0 

 

 

3.3.  Nuclear radioactive isotopes separation with swarming 

In the early era of nuclear physics radioactive isotopes were often investigated via decay products 

emerging from thick production targets. This method of course had the disadvantage that the decay products 

(especially baryons) loose much of their kinetic energy inside the target. In modern nuclear physics the exotic 

nuclei are often produced, separated, and then transported to a decay or reaction area. With these new 

methods it is possible to either stop a low energy beam <100 keV in a very thin foil to detect decay products 

or make an energetic beam react with a secondary target. The techniques developed for separating the 

radioactive isotopes from the stable have had a major impact on the quality and possibilities in nuclear 
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physics, thus making it feasible to perform detailed decay experiments on nuclei with production rates of less 

than 1 ion per second. Since radioactive isotopes do decay it is necessary to produce them when trying to 

investigate their properties. For the isotopes with relatively short half-life’s (days to minutes) collection and 

off-line analysis has been feasible since it became possible to accelerate beams. But today where most 

isotopes of interest have half-life’s less than seconds it is necessary to produce and measure decays/reactions 

on-line. The presence of different reaction channels produces a cocktail beam of many stable and radioactive 

isotopes. This mixed beam is then tagged (that is each ion is identified by mass and charge) through one or 

several analyzing magnets, energy loss detectors, and time-of-flight. before it arrives at the experimental 

setup. The tagging of individual ions makes it possible to perform “many” experiments at the same time since 

many isotopes occur in the beam at the same time. 

 

 

 
Swarm: Steer to move towards the nearest swarm  

 

Figure 7. Randomly scattered 256 preys in the swarm 

simulation 

 

Figure 8. Nuclear reaction steering behavior 

 

 

4. RESULTS 

The swarm intelligence algorithm is not limited and only marginal at best for exhibiting interesting 

swarm behaviors. Extending and/or augmenting from the original nuclear reaction is necessary to produce 

interesting behaviors. The tuning of multiple objectives for a warm intelligence algorithm is nontrivial and 

optimal results cannot be expected from simple tunings. By applying our trained modelled algorithm, 

multiple objectives are divided and conquered (optimized) at lower levels to be recombined to achieve 

overall optimizations. Results show evidence that swarm intelligence algorithm is capable of optimizing 

multiple objectives separately, but is negligible in optimizing all the objectives together. However, it is still 

possible for nuclear reactions to be seoerated using the swarm intelligence algorithm to optimize the 

objectives as a whole, given enough generations of iteration; like nature, the advent of human evolution did 

not occur until many generations later. Certain behaviors emerging from the resulting swarm of nuclear 

reactions were observed, such as swarm cohesion and reactions on nucleus as shown in Figure 9 with the 

total energy vs nuclear reaction for nuclear particles emitted in the break-up of nucleus using the swarm 

intelligence algorithm. Therefore, this research paper is successful in achieving the objectives set out; 

behaviors can be manufactured with proper measurements/objectives and specialized swarm intelligence 

algorithm for multiple objectives and efficient time series forecasting of nuclear reactions. 

As an improvement of the experiment, it would be very useful to have detection of the heavy residue 

from the reaction, since this would allow for coincidence measurements which potentially is much cleaner, 

and possibly extension of the angular coverage with the analysis of total energy in comparison with the 

nuclear radioactivity to scan the relative energy between the ion and the proton is shown in Figure 10. This 

could be achieved by a dedicated spectrometer at nuclear reactions, which at the present time is under 

consideration. Apart from this other consideration should be made before the continuation of the experiment. 

Some of these are addressed in the outlook and improvements at the end of this research paper.  

When using a thick target in resonant elastic scattering experiments with swarm intelligence 

algorithm the ions scan the relative energy between the ion and the proton while stopping in the target from 

0-500 ticks as shown in Figures 11 and 12. This makes the experiment very efficient, since time consuming 

step-wise scanning of the resonance energy is avoided, but also more difficult to analyses because the 

reaction position, and thereby resonance energy, has to be extracted from the nuclear energy and angle. It is 

feasible to extract the resonance energy unambiguously if the incoming ion has a larger energy-loss per 
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length than the elastic scattered particle (proton) and if none of the involved nuclei have an excited state 

which can be excited by the maximum resonance energy [29]–[31]. 

 

 
  

 

Figure 9. Total energy vs nuclear reaction for nuclear particles emitted in the break-up of nucleus using the 

swarm intelligence algorithm 

 

 

 
 

Figure 10. The analysis of total energy in comparison with the nuclear radioactivity to scan the relative 

energy between the ion and the proton using swarm intelligence 

 

 

  

 

Figure 11. Starting at random positions (top left), swarms can achieve relative swarm cohesion (top right) for 

the purpose of efficient forecasting of nuclear reaction 
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Figure 12. Nuclear reaction avoidance was first observed in preparation of a nuclear ion ball, mimicking the 

beginnings of a miniature bait reaction in swarm intelligence (top right) 

 

 

5. DISCUSSION 

This research work also provides an overview of previous works and achievements on utilization of 

swarm intelligence as a tool for the predicting the forecasting of the time series based nuclear reactions in 

comparison with deep convolution neural network (DCNN). The elements heavier than swarm intelligence 

are formed by bombarding the nuclei by a neutron flux. This process is a balance between neutron capture 

and beta-decay, but it eventually leads to heavier nuclei. There are two scenarios for this process either the 

nuclear reactions where the neutron flux is moderate and thus all the nuclei along the path are very close to 

stability, or the nuclear radioactivity where the neutron flux is high, and the path lies far from stability. The 

process requires a very high neutron flux and most likely takes place in super novae explosions which can 

occur when an old star die. To be able to reproduce the abundance of nuclei in the universe, as it is observed 

today, it is crucial to know many different properties, such as cross-sections, half-life’s, and decay channels, 

for a great variety of nuclei. Today, many researchers are trying to measure the properties for the nuclei 

involved in the swarm intelligence but unfortunately many of these nuclei are very far from stability and 

beyond our reach today. Many of these still unknown nuclei will be possible to produce soon at the next 

generation of facilities producing radioactive isotopes. Table 1 shows the comparison of proposed work with 

the existing literature. 

 

 

Table 1. Comparison of proposed work with the existing literature 
Article Technique Accuracy 

[32] Natural language processing 90.00% 
[33] Deep convolutional neural network (DCNN) 93.00% 

Proposed Swarm intelligence algorithm 94.58% 

 

 

6. CONCLUSION  

Due to the nature of our work, we could not devote much time to anyone training session, so we had 

to experiment with many different settings and data preprocessing methods over 300 training periods. With 

more time, the research team would like to build on the results obtained by training the swarm intelligence 

algorithm at longer time intervals to predict the effective time series of nuclear reaction events with an 

accuracy of 94.58%, which is higher than DCNN, such as the number of active reactions to know How you 

can improve your results. This may necessitate the use of large datasets, since datasets that were very good 

and new to train when completed would be too small to avoid overfitting. Our initial problem formulation 

included investigating the ideal conditions and preprocessing for working with a specific nuclear reaction, 

such as fusion and fission task: forecasting the time series as proposed system took 0-500 ticks in the result 

section during the specific time series with the help of swarm intelligent algorithm during the specific time 

series. Even though the reactions were hampered by a lack of resources, the fact that we were able to 

overcome this and still reach excellent accuracy levels for the dataset obtained from open-source repositories 

led us to conclude that the suggested system was a success in general. This study was able to identify the 

specific issues that exist in the field of AI-powered swarm intelligence-based algorithms in predicting the 

efficient time series analysis and events for various nuclear reactors. 
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