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 In the production, the efficient employment of machines is realized as a source 

of industry competition and strategic planning. In the manufacturing 

industries, data silos are harvested, which is needful to be monitored and 

deployed as an operational tool, which will associate with a right decision-

making for minimizing maintenance cost. However, it is complex to prioritize 

and decide between several results. This article utilizes a synthetic data from 

a factory, mines the data to filter for an insight and performs machine learning 

(ML) tool in artificial intelligence (AI) to strategize a decision support and 

schedule a plan for maintenance. Data includes machinery, category, 

machinery, usage statistics, acquisition, owner’s unit, location, classification, 

and downtime. An open-source ML software tool is used to replace the short 

of maintenance planning and schedule. Upon data mining three promising 

training algorithms for the insightful data are employed as a result their 

accuracy figures are obtained. Then the accuracy as weighted factors to 

forecast the priority in maintenance schedule is proposed. The analysis helps 

monitor the anticipation of new machines in order to minimize mean time 

between failures (MTBF), promote the continuous manufacturing and achieve 

production’s safety. 
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1. INTRODUCTION 

Currently, with the invention of industry 4.0, intelligent automation (IA), artificial intelligence (AI), 

machine learning (ML), and predictive maintenance (PM) methodologies have been widely required in various 

industries for managing the machinery health status in the production line [1]. The digital transformation 

towards internet of things (IoT), information and computerized control, and computer networks are making it 

possible to record substantial amounts of operational data from various types of machinery. This approach can 

help detect fault alarms to improve productivity and sustain their stable health statuses. Thus predictive 

maintenance (PM) is not trivial for retaining a smart industry [2]. AI approach has become a favorable 

mechanism and attracted researchers to analyze industrial data silos in few years [3]. Industry 4.0 technology 

plays a critical role to develop industrial automation systems and harvest considerable data automatically from 

industrial equipment. Upon data collection, data mining helps sort out the noise and the insight then ML’s 

algorithms help analyze further. Nevertheless, it is complex to take proper ML approaches for specific amount 

of trained data, data class, and machines to extend ML in manufacturing systems [4]. Adoption of incorrect 

PM plan will waste time and money as well as procrastinate maintenance schedule. Hence, this paper’s 

https://creativecommons.org/licenses/by-sa/4.0/
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objectives are to propose how to decide a comprehensive solution towards ML applications based on existing 

algorithms and help engineers to opt right ML techniques for a feasible PM plan.  

The PM plan per se can cope with machine’s attrition as it has been written for hidden hazards, 

pollution, malfunctions, and injuries in the manufacturing environment. These massive amounts of data 

captured for analysis encompasses an insight which raises the productivity dynamically and provides a decision 

support for the entire organization, especially machines’ health monitoring and knowledge-based scheduled 

maintenance [5]. It is currently feasible to accumulate huge volume of operational data created from numerous 

equipment in order to be mined in developing an IA system [6]. The whole datasets can also improve higher 

efficient techniques for the intelligent maintenance system, as discussed in [7]. 

ML builds algorithms which train the data collected and make predictions [8]. Data mining studies on 

the fundamental analysis of collected data for the extraction of insightful data. This ranges from vast databases 

using ML algorithms to all system that makes decisions. It focuses on a classification of a massive volume of 

information which will be valuable in order to make the correct decisions [9]. In this paper, ML algorithms to 

construct data models that will foresee class labels for the decision-making in maintenance activities are 

utilized. Upon knowledge-based schedule, the decisions that make it simple to comprehend PM are envisioned. 

The synthetic data are executed for the training procedure of the health of the equipment and the timing 

evaluation of the maintenance process. The decisions for scheduled maintenance do not absolutely invent from 

the dataset as the person-in-charge designates the decision rules, frequently leading to incorrect conclusions at 

maintenance activities. Not to mention, investment is costly and the equipment’s monitoring using IoT is 

compulsory [10].  

PM based on advanced ML is possible to vigorously determine when the equipment needs to be 

regularly maintained. PM figures out intricate sign of faults which are impractical for persons. Activities of 

PM are set for the predictive condition of the equipment in order to schedule closely as the maintenance is 

executed. This method will reduce the cost and boost the productivity because of proactive on-demand 

maintenance jobs [11].  

The PM with the manipulation of ML technologies and data mining rules on dataset based on the 

statuses of the equipment, leads to optimum decisions for the strategic planning of maintenance and upsurges 

the competitiveness of the industries and the effectiveness of the manufacturing [12]. ML application gives 

some benefits which include less equipment malfunction, maintenance cost saving, equipment spare-part life 

extension, operation safety, inventory cost reduction, increased productivity, and an increase in revenue 

growth. They somehow connect to maintenance activities [13]. Additionally, malfunction detection is crucial 

components of PM as it is essential in industries to perceive faults at early stage [14]. Methodologies for 

maintenance procedures can be classified:  

a) Corrective maintenance (CM): it is non-scheduled maintenance but it is the straightforward among 

maintenance approaches which is done only when the machine fails. As a consequence, it may develop 

high downtime, a risk of secondary malfunctions and perhaps produce a number of flawed products in 

the manufacturing process.  

b) Preventive maintenance (PRM): also known as routine-based maintenance. It defines routine maintenance 

based on anticipated schedule in order to avoid faults. It may induce to redundant maintenance which 

raises unnecessary operating costs.  

c) Knowledge-based maintenance (KM): it is based on persistent machines or their health or equipment 

monitoring which can be collected if needed. The maintenance procedures can focus on the situation  

after one or more conditions of attrition of the process are detected. Note that it cannot be scheduled in 

advance. 

d) Predictive maintenance (PM): it is based on statistics and forecast. Schedules are taken into account if 

needed. It depends on the time-series equipment monitoring like knowledge-based maintenance. It uses 

training algorithms and prediction applications to decide when maintenance process is needful, therefore 

the maintenance can be arranged. Moreover, it allows faults detection at initial stage based on the 

chronological dataset by executing ML tools and integrating variables (such as mean squared error (MSE) 

and correlation coefficient), statistical smoothing approaches, and engineering estimation techniques into 

consideration. It requires strategic planning of maintenance to lower faults rate, extend machine life-cycle 

and minimize costs. Maintenance types and their reliability are depicted in Figure 1.  

PM performance represents the outstanding strategy on which many researches focus. The succeeding 

focuses on how the article is structured. The following section 2 describes training algorithms constructed in 

ML tool. Thirdly, the proposed method employed in this research and their supportive results for  

decision-making is discussed in section 3. In the end, conclusion and recommendations for future study are 

provided. 
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Figure 1. Maintenance models 

 

 

2. TRAINING ALGORITHMS  

Before the ML is carried on, first the historical data has to be mined into insights [15]. Data mining is 

a data preparation employed by industrial companies to transform a raw dataset into valuable information [16]. 

By using an application to eye for patterns in large dataset, companies can discover more about their equipment 

health to develop more effective maintenance strategy, increase productivity and reduce costs [17]. It is based 

on operational data collection, warehousing, and processing power. ML helps use insights to make healthier 

maintenance decisions. ML algorithms [18] discover patterns in insightful data, and create mathematical 

models upon these discoveries. Then the models to predict on future trend are used as references. For example, 

the ML model will predict how likely a machine needs a specific maintenance based on their past health [19]. 

The ML is employed to forecast whether defected products are trash and whether or not defected product 

examples are correctly labeled. Next, the ML is used to classify from these examples to predict how possible 

new finished products are defected or not. This technique of training-learning from dataset which has been 

labeled with the actual result is referred to the supervised ML [20].  

 

2.1.  Decision tree algorithm  

Decision tree (DT) training is one of the effective training algorithms because of its interesting 

characteristics such as easiness, directness, no required factors, and can execute mixed-type of dataset [21]. In 

DT training, a decision is prompted from a set of labeled training examples denoted by an attribute and a class. 

Due to the spatial search, DT is typically a selfish, top-down and iterative process starting with the whole 

training dataset and a null tree. An attribute which best splits the training dataset is selected as the partitioning 

attribute for the root and the training dataset is then divided into separate subsets corresponding the values of 

the breaking attribute. For each disjoint subset, the algorithm continues iteratively until all examples in a subset 

join to the same class. This algorithm has a time complexity, O(p2•k), where p is the number of attributes and 

k is the size of the training example. As big data is common nowadays, the attention in developing DT 

algorithms is quickly growing. The reason is that DT functions appropriately on big data, besides its interesting 

characteristics. It is apparent that DT outperforms naive Bayes on big data [22]. DT algorithm adopts a 

searching (heuristic), which processes the purity of the subsequent subsets upon the division of attributes. 

Information gain (G), defined as a standard search: 

 

𝐺(𝐷, 𝐴) = 𝐸(𝐷) − ∑
|𝐷𝑎|

|𝐷|𝑎 𝐸(𝐷𝑎),  (1) 

 

where D is a set of training examples, A is an attribute, a is a value within A, Da is a disjoint subset of D 

containing the examples with A = a, and E(D), Entropy of D, is described as 

 

𝐸(𝐷) = − ∑ 𝑃𝐷(𝑘𝑛)𝑙𝑜𝑔𝑃𝐷(𝑘𝑛)
|𝐾|
𝑛=1 , (2) 

 

where PD (kn) is calculated by the proportion of examples joining kn in D, and |K| is class size. Tree grows as a 

partitioning process of training data iterates and D is the training data corresponding to the present child node. 

So, PD (kn) is exactly P(kn|xp) on the complete training data, where xp is the attributes set following the path 

from present child node to root node. 
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2.2.  Random forest algorithm 

Random forest (RF) is associating a series of tree classifiers provided that it grows each tree for a 

random selection of the subset class then merges these results for the final sorting result [23]. It presents high 

accuracy, indulges outlier, handles noise very well and is not overfitting. It is found to be one of the most 

popular methods data mining and information to the industrial area. The RF is a classifier containing a 

collection of tree structure {T (x, Rk)} in which {Rk} is randomly independent distributed vector and each tree 

votes for a random selection of the subset class x. Upon k recursive process, classifiers sequence {t1(x), 

t2(x),…,tk(x)} is obtained. RF uses these results for classification models then the final selected result is 

computed by majority vote where the decision is: 

 

𝑇(𝑥) = arg max
𝑐

∑ 𝐼(𝑡𝑖(𝑥) = 𝑐)
𝑗
𝑖=1   (3) 

  

2.3.  Logistic regression algorithm  

Problems concerning classifications of output into classes are extensive in computational PM [24]. 

For instance, the classification of manufacturing variables [e.g., ambient temperature (Ta), sewage activity 

(Sw), machine health (Mh)] as leading to improvement of an observed industry is one common problem in 

predictive methodology. Classification model helps challenge to reply ad hoc questions like whether Ta of 25C, 

Sw of 0.98, and Mh of “STABLE” would lead to stabilized situation, or what the probability of the continuous 

health growth of this production would be under condition as such. Among the particular benefits of such 

classifiers in the industry is that they can be used as vital tools in maintenance [25]. Logistic regression (LR) 

has been used broadly for classification and approximation of the probability of machine health under a dataset 

of conditions. Some studies use LR to develop a nonlinear equation for estimating the probability of revenue 

growth as well. LR represents a statistical model where PLR, the probability of the outcome can be defined as 

a set of variable x and their associated coefficient b: 

 

ln (
𝑃𝐿𝑅

1−𝑃𝐿𝑅
) = 𝑏0 +  ∑ 𝑏𝑖𝑥𝑖

𝑘
𝑖=1     (4) 

 

From (4), we can derive a nonlinear of probability of occurrence (PLR(x)) as a function of variable x 

as shown in (5). The variables, x, are independent and they (x1,x2,…,xk) can either represent regressed variables 

such as Ta, Sw, or Mh. 

 

𝑃𝐿𝑅(𝑥) =
1

1+𝑒
−(𝑏0+ ∑ 𝑏𝑖𝑥𝑖

𝑘
𝑖=1 )

   (5) 

 

In conclusion, these above mentioned training algorithms, namely DT, RF and LR, are considered to analyze 

an improvement of PM in the next section. 

 

 

3. PROPOSED METHOD AND EXPERIMENTAL ANALYSIS  

In the investigation, the training method to improve the PM of the manufacturing system is met with 

machine learning. The employment of ML algorithms (DT, RF and LR) succeeds the method of a new process 

for the predictive analysis of the maintenance activities of the production. The approaches are given by the 

software tool of ML. The tool only requires distinct types of dataset like for example csv, arff, and tab files, 

which provide a collected data of machines as the malfunction appeared in the line, from monitoring system 

of each individual machine, the total malfunctions that the machine experienced during a year, the periodicity 

of the malfunctions of all equipment or the ad hoc repair at the malfunctions section and the numerical 

distinction of the machines age, which will be taken into the account of the research. ML is a subset of AI and 

is described as any algorithms or software that has the ability of data training. ML supports in solving many 

complication such as in image processing, computer vision, robotics, big data, and speech detection [26]. 

Additionally, ML approach is designed to develop knowledge out of insightful data upon data mining. PM 

procedure and technologies to improve PM such as smart network, sensors, AI, cloud computing systems are 

presented by [27]. This collected information is extensively utilized for early fault detection, malfunction 

identification, machine health evaluation and a prediction of the future status of the equipment. Technologies 

that drive PM are sensor networks, deep learning, and intelligent automation. Smart sensor networks (built-in 

or external) are to detect machine environment information. The networks gather data and transfer by using 

wireless technology. Technologies integration consents data accumulation and management via IoT, deep 

learning technology helps process data, and data analytics, where intelligent automation performs 

virtualization, displays service on the platform via apps, and signals to support the operation.  
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3.1.  Proposed estimation 

As for the ML-based classifier, the training of the insightful data upon data mining and employing the 

three training approaches (DT, RF and LR) discussed earlier are prompt. The probabilities for receiver 

operating characteristic (ROC) curve, area under ROC (AUC), and accuracy are taken into account as a weight 

required to be related with each classifier in the targeted dataset. Using training and targeted dataset associated, 

the accuracy of this weighted network is obtained and results the forecast model to anticipate maintenance 

activities. To quantify the performance characteristics of each classifier, the AUC and ROC curves are 

computed for training. These values for the 3 classifiers are developed. Upon normalization of these weights, 

the weights for the resulting estimator are designated. If supplementary information is needed by adjustment, 

the weight corresponded with this estimator is called as the adjustment weight. An estimation weight is used 

as the design weight has been calibrated for compensation or supplementary data. The measures of the three 

training ML algorithms, that is, DT’s, RF’s, and LR’s algorithms are calculated and the estimators, which are, 

the normalized weighted estimators, for forecasting the PM. Figure 2 lists the proposed PM’s algorithm. Note 

that in the weighted cases, the estimators performed better than considering only single but unstable solution. 

It is motivating to see that, in all three algorithms, the variance of the weighted estimator is relatively small as 

they develop comparatively close precision values. These effects towards the PM will be discussed in the next 

section. 
 

 
Proposed PM Algorithm 

Requirement:  
Insightful data matrix [D]xy with x records and y attributes  

/** Training dataset 

Targeted dataset [T]ab with a records and b attributes 
/** Prediction dataset with c classes 

 

Initialize:   
ALG(1) = DT’s algorithm 

ALG(2) = RF’s algorithm 

ALG(3) = LR’s algorithm 
AN1, AN2, AN3 = Accuracy upon normalization 

 A1 = Accuracy for DT’s algorithm 

A2 = Accuracy for RF’s algorithm 
A3 = Accuracy for LR’s algorithm 

 

for k = 1  to 3 do 
      Ak = 0 ;  ANk = 0 ; 

end for 
 
Execute :  

for m = 1  to 3 do 

      Run ALG(m) with [D]xy  → Am 

end for 

Normalize all A → all AN 

 

For i = 1  to c do 

Perform prediction analysis with [T]ab  → Ti 
For j = 1  to 3 do 

 𝑆𝑖 = ∑ 𝐴𝑁𝑞𝑇𝑖
𝑗

𝑞=0
 

end for 

end for 

Return arg max
𝑖∈𝑆

( 𝑆1, 𝑆2, 𝑆3, … , 𝑆𝑖)/** Solution for this computation 

 

Figure 2. Proposed PM algorithm 
 

 

3.2.  Simulation results 

The classification accuracy can be resolved by allocating the minimum distance from a coordinator 

(x,y) on the ROC curve to the upper-left space of the same as the precision of each classifier depends on the 

insights. The performance of the three classifiers can be refereed by executing them at the obtained optimum. 

It is found that the LR classifier is placed first regarding its precision. The LR-based classifier gets higher 

precision compared to other two methods. However, the research investigates the moderation of these three 

approaches by taking the weighted value as a proportion in terms of their ranks in order to predict the PM. The 

simulations are performed by using the ML tool such as Weka. Using a synthetic data with 96 training 

substances (observed class is machine usage frequency) which are insights mined from collected data, while 

using 6-machine-statuses for prediction models is simulated. Results from individual algorithm are compared 
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to the proposed algorithm which is described in Figure 2 as shown in Table 1. Machines which are rarely used 

(R) are observed and are considered as higher priority in PM. As shown in the table, the proposed PM based 

on accuracy results from each algorithm is computed for a guided forecast in maintenance. By this a high 

accurate LR algorithm alone is not appreciated and other lower accurate algorithms are ignored, but all 

algorithms which are playing significantly in their own different judgments upon their trainings are taken into 

account. Although results based on proposed method seem to be different figures compared to those from three 

algorithms but these figures are from the bottom line of taking up the accuracy values. The PM supports 

maintenance people that they should keep a close look (high priority) on M1 equipment for their maintenance 

activities. 

 

 

Table 1. Simulation results for the first insight 
Classifier Precision (%) AUC (%) Accuracy (%) PM (%,R) 

M1 M2 M3 M4 M5 M6 

DT 66.9 57 62.4 100 0 100 100 100 0 

RF 64.1 48.7 74.2 89 76 85 87 66 68 
LR 69 44.9 77.4 87 73 73 77 78 78 

Proposed - - - 91.5 52.8 85 87.2 80.3 51.8 

 

 

Next another synthetic data with 1083 training substances (observed class is destructive) which are 

insights mined from collected data is simulated, while using 10-destructive-mahines for prediction models as 

a reference. Results from individual algorithm are compared to the proposed algorithm which is discussed in 

Figure 2 as shown in Table 2. Machines which are destructible (D) are considered as higher priority in PM. As 

displayed in the table, the proposed PM recommends that the maintenance team should prioritize M10 machine 

for the maintenance. 

 

 

Table 2. Simulation results for the second insight 
Classifier Precision (%) AUC (%) Accuracy (%) PM (%,D) 

M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 

DT 77.6 55 78 84 84 16 84 16 16 84 84 84 84 
RF 80 70 84 56 79 76 76 53 90 74 79 91 90 

LR 83.1 75 85.5 77 52 50 50 54 76 56 57 90 93 

Proposed - - - 72 71.2 48.1 69.5 41.7 61.8 70.9 73 88.4 89.1 

 

 

The synthetic data with 187 training substances (observed class is extra maintenance cost) which are 

insights mined from collected data is used, while 3 machines for prediction models are observed. Results from 

individual algorithm are compared to the proposed algorithm which is explained in Figure 2 as shown in  

Table 3. The machines which involve with extra cost (C) in the PM purpose are specifically considered. As 

listed in the underneath table, the proposed PM recommends that the maintenance team should stress M1 

machine for their first priority in maintenance. 

 

 

Table 3. Simulation results for the third insight 
Classifier Precision (%) AUC (%) Accuracy (%) PM (%, C) 

M1 M2 M3 

DT 64.2 61 65 38 0 38 

RF 60 60 64 53 93 56 
LR 65 56.3 68 39 31 35 

Proposed - - - 43.2 40.9 42 

 

 

4. CONCLUSION 

In this article, the proposed approach for the PM is introduced for guided maintenance schedule and 

particularly the priority of the targeted machines which need immediate maintenance. After the mining of 

factory dataset, ML’s training algorithms (DT, RF and LR) are utilized for building guidelines and predictive 

models. The article stresses out the significance of the PM of the equipment from insights upon the extraction 

of the synthetic dataset available from the industrial companies, which can be employed for the development 

of training models in ML. With the proposed method, the skill to opt for the instant schedule to the maintenance 

team is demonstrated. The proposed method adopts ML’s freeware like Weka which affords needful 
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information for the hasty, steady, effective, and authentic decision from the engineering viewpoint to dodge 

downtime of machines which will risk the productivity and minimize the cost of the regular maintenance as 

well. The predictive model starts, where it has been pinpointed as a vulnerable data that is likely to become the 

reason of malfunction of the whole regular machines. The knowledge management (KM) for the specific 

component of the equipment contributes the capability to schedule to instantaneous maintenance priority of the 

specific equipment, as its stability can affect the entire system. Additionally, the predictive result may not be 

pleasing any individual ML algorithms, since the weighted values upon normalization are used for the design 

of a different maintenance plan, targeting at the appropriate operation of the machine and cutting resources 

downtime/malfunction cost. The quality of the prediction model can grow with the upsurge in the enhancement 

of collected data. Finally, the proposed method can help create faster PM undertaking a decline in the total 

maintenance cost, by lowering overtime payment and the procurement of unnecessary spare parts of the 

machine. The management of the enterprise with KM for fast decision-making and effective decisions, can use 

a new maintenance plan of monitoring for the availability and reliability of the under maintenance equipment 

machine. The imminent research will focus to forecast faults, and machine predictive condition while the 

maintenance activity cannot fit on the usage plan of the equipment. The advancement of the proposed method 

can develop specific maintenance rules to automate maintenance activities for an industrial intelligent 

automation. Not to mention, in a company, the improvement of many procedures that generate complex data 

in the manufacturing can be taken into consideration, such as timetable of the engineers’ shifts, real-time basis 

monitoring, machines’ health tracking, and the safety of the environment. 
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