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 The image retrieving system is used to retrieve images from the image 
database. Two types of Image retrieval techniques are commonly used: 
content-based and text-based techniques. One of the well-known image 
retrieval techniques that extract the images in an unsupervised way, known 
as the cluster-based image retrieval technique. In this cluster-based image 
retrieval, all visual features of an image are combined to find a better 
retrieval rate and precisions. The objectives of the study were to develop a 
new model by combining the three traits i.e., color, shape, and texture of an 
image. The color-shape and color-texture models were compared to a 
threshold value with various precision levels. A union was formed of a newly 
developed model with a color-shape, and color-texture model to find the 
retrieval rate in terms of precisions of the image retrieval system. The results 
were experimented on on the COREL standard database and it was found 
that the union of three models gives better results than the image retrieval 
from the individual models. The newly developed model and the union of the 
given models also gives better results than the existing system named cluster-
based retrieval of images by unsupervised learning (CLUE). 
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1. INTRODUCTION 

The amount of digital images on the world wide web (WWW) has been estimated to be more than 
millions of hundred. This generates a requirement for the advancement of new techniques for better retrieval 
of images and efficient storage. Content-based image retrieval (CBIR) seeks at rising methods that carry 
efficient browsing and searching of vast image digital records based on repeatedly derived image traits [1] 
and [2]. The visual substances of every image are retrieved in the database and it is explained by multi-
dimensional attribute vectors and from these attributes vectors of the images construct an image feature 
database. Figure 1 depicts the presentation of the content-based image retrieval system. The exactness 
(similarity) between the query images and the stored images in the image featured files (database) are 
evaluated and the retrieval rate is executed by the indexing method of an image [3], [4].  

For such problems, unsupervised learning is used for the problems in which the management of data 
needed. The system recognizes the items here depending on a few distance measurements (similarity) 
methods [5]. The objects that are identical to each other are grouped together (called a cluster), while the 
items that are different are divided into different classes. Chen et al. proposed in 2005, an unsupervised 
cluster-based image retrieval technique known as CLUE [6]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Figure 1. The representation of CBIR method 
 

 
Existing CBIR methods can be categorized into two variations: region-based image retrieval method 

and full-image retrieval method. In full image retrieval methods, the features are taken out without 
segmenting into the regions of the entire image. In region-based methods, earlier to the extraction of the 
features the image is segmented into separate regions [7]-[9]. Few of the existing CBIR methods: 
i) Blobworld, is based on a region-based image retrieval method, developed by Carson et al. with computer 
vision group in UC Berkeley [10]. It segments the image into blobs using an EM-algorithm based on the 
texture and color traits of the pixels; ii) The earth mover's distance (EMD) is a color-based image retrieval 
method and it is based on a multi-dimensional scaling factor. The distance function used in this method is 
known as the earth mover’s distance (EMD) [11]; iii) NaTra is developed at the University of California, 
Santa Barbara. In this method, Images are usually segmented into six to twelve non-overlapping equal 
regions [12]; (iv) PicSOM is a region-based image retrieval system developed in the Laboratory of Computer 
and Information Science, Helsinki University of Technology. In this system, the features are stored in a 
hierarchical structure that employs a self-organizing map (SOM) [13]; (v) Semantics-sensitive integrated 
matching for picture libraries (SIMPLIcity) is developed by Wang et al. at Stanford University. It sections 
the picture into 4x4-pixel squares and mines a component vector for each [14]; (vi) Unified feature matching 
(UFM) is a region-based image retrieval method developed by [15].  

 
 

2. RESEARCH METHOD 
In this work, a CBIR system is developed that combines the three visual features color, shape, and 

texture. It is based on a mixture of visual characteristics with an unsupervised form of learning. For example, 
color characteristics are evaluated using a color histogram and a color moment [16]. The principle color 
moment can be taken as the normal color in the image and it very well may be determined by (1) [17]. 

 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖 =  ∑ 𝑃𝑃𝑖𝑖𝑃𝑃

𝑁𝑁
𝑃𝑃=𝑁𝑁
𝑃𝑃=1  (1) 

 
Here, N determines the total number of possible pixels in the image, and Pij indicates the value of the color 
channel ith and the pixel jth of the picture.  

The second moment of color is the standard deviation (σ). That is achieved by evaluating the square 
root of the amplitude of the color distribution. 

 

σ = �(1
𝑁𝑁
∑ 1 ∗𝑃𝑃=𝑁𝑁
𝑃𝑃=1 |𝐸𝐸𝐸𝐸 − 𝑃𝑃𝐸𝐸𝑃𝑃|2) (2) 

 
Here, Ei is the median of the color channel picture ith. 

Skewness (Si) is the third moment of color. It computes how unbalanced color distribution is, and in 
this way, it gives knowledge regarding the color distribution shape. It can be calculated by (3). Shape features 
are considered and captured in terms of edge images calculated using gradient vector flow fields and the 
images have been partitioned into segments or regions.  

 

𝑆𝑆𝑖𝑖 = ��(1
𝑁𝑁
∑ (𝑃𝑃𝐸𝐸𝑃𝑃 − 𝐸𝐸𝐸𝐸)3𝑃𝑃=𝑁𝑁
𝑃𝑃=1 )

2
3

 (3) 
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In image processing, gradient vector flow (GVF) is often used to determine the number of blocks in 
the image, it is introduced by [18]. Let f(x, y) is an edge map classified on the image range. The GVF filed is 
known as the vector field and it is given by that reduces the function of energy: 
 

𝑆𝑆ℎ𝑀𝑀𝑎𝑎𝑀𝑀(𝐺𝐺𝐺𝐺𝐺𝐺) =  ∬ |𝛥𝛥𝛥𝛥|2 
𝑅𝑅2 |𝐺𝐺 − 𝛻𝛻𝛥𝛥|2 +  𝜇𝜇(𝑢𝑢𝑢𝑢2 + 𝑢𝑢𝑢𝑢2 + 𝑣𝑣𝑢𝑢2 + 𝑣𝑣𝑢𝑢2)𝑑𝑑𝑢𝑢𝑑𝑑𝑢𝑢 (4) 

 
Texture features are used to segment images into blobs (regions) of interest and to categorize those 

blobs [19]. Texture features are calculated by multi-resolution filtering techniques and statistical Tamura 
features [20]. The texture measure is defined by the following (5) [21]. 

 
𝑇𝑇𝑀𝑀𝑢𝑢𝑇𝑇𝑢𝑢𝑇𝑇𝑀𝑀(𝐸𝐸, 𝑃𝑃) =  1

𝑊𝑊2 ∑ ∑ 𝐸𝐸𝑑𝑑𝐸𝐸𝑀𝑀(𝐸𝐸 + 𝑚𝑚,𝑛𝑛=𝑤𝑤
𝑛𝑛=−𝑤𝑤

𝑚𝑚=𝑤𝑤
𝑚𝑚=−𝑤𝑤 𝑃𝑃 + 𝑀𝑀) (5) 

 
Here, W=2w+1, it shows observation window size. 

The technique of auto-correlation of an image can be used to discern redundant textural blueprints. 
The auto-correlation equation is given as (6) [21]: 

 
𝐴𝐴𝑢𝑢𝑇𝑇𝐴𝐴𝐴𝐴𝐴𝐴𝑇𝑇𝑇𝑇𝑀𝑀𝐴𝐴𝑀𝑀𝑇𝑇𝐸𝐸𝐴𝐴𝑀𝑀(𝑎𝑎,𝑞𝑞) =  ∑ ∑ 𝐺𝐺(𝐸𝐸, 𝑃𝑃)𝐺𝐺(𝐸𝐸 − 𝑎𝑎, 𝑃𝑃 − 𝑞𝑞𝑃𝑃𝑖𝑖  (6) 

 
The mathematical model of the color-shape CBIR system is given by the combination of (1) and (4). 
 
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑇𝑇 − 𝑠𝑠ℎ𝑀𝑀𝑎𝑎𝑀𝑀) =  𝑆𝑆𝑖𝑖 + 𝑆𝑆ℎ𝑀𝑀𝑎𝑎𝑀𝑀(𝐺𝐺𝐺𝐺𝐺𝐺) (7) 

 
The mathematical model of the color-texture CBIR system is given as by the combination of (1), (6). 

 
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑇𝑇 − 𝑇𝑇𝑀𝑀𝑢𝑢𝑇𝑇𝑢𝑢𝑇𝑇𝑀𝑀) =  𝑆𝑆𝑖𝑖 + 𝐴𝐴𝑢𝑢𝑇𝑇𝐴𝐴𝐴𝐴𝐴𝐴𝑇𝑇𝑇𝑇𝑀𝑀𝐴𝐴𝑀𝑀𝑇𝑇𝐸𝐸𝐴𝐴𝑀𝑀(𝑎𝑎, 𝑞𝑞) (8) 

 
The mathematical model of the Color-Shape-Texture CBIR system is given by the combination of (1), (4), 
and (5). 

 
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑇𝑇 − 𝑠𝑠ℎ𝑀𝑀𝑎𝑎𝑀𝑀 − 𝑇𝑇𝑀𝑀𝑢𝑢𝑇𝑇𝑢𝑢𝑇𝑇𝑀𝑀) =  𝑆𝑆𝑖𝑖 + 𝑆𝑆ℎ𝑀𝑀𝑎𝑎𝑀𝑀(𝐺𝐺𝐺𝐺𝐺𝐺) + 𝑇𝑇𝑀𝑀𝑢𝑢𝑇𝑇𝑢𝑢𝑇𝑇𝑀𝑀(𝐸𝐸, 𝑃𝑃) (9) 

 
Finally, the union of all three CBIR methods namely color-shape, color-texture, and color-shape-texture 
CBIR methods have taken and given as: 

 
𝑈𝑈nion=CBIR(color-shape) ∪CBIR(color-texture) ∪CBIR(color-shape-texture) (10) 

 
 

3. GRAPH PARTITIONING METHOD OF CBIR 
The initial stage of CBIR process execution is to split the image into pieces. The edges of the query 

(input) image should be identified to get an image segment. The first step must be followed by applying the 
edge detection algorithm translated into the grey-scale to accomplish these next two steps. The extraction of 
features is the second step. By these two phases, an image is divided into many clusters (regions) [16]. 

The quantities of target images that are extremely near the query image as indicated by similarity 
measures are chosen as the neighbor of the query image. The two best preparing advances that separate 
between unsupervised-based CBIR method and other CBIR methods, one is neighboring target images 
determination and groups of images that are the significant bit of unsupervised CBIR method (CLUE [6]) are 
depicted in Figure 2. 

A weighted undirected graph G=(V, E) characterises a set of X images, where V is the number of 
nodes that represent images, i.e. V={1, 2… n}, and E is the edges framed between each pair of nodes. In a 
particular graph G=(V, E) with affinity matrix w, a straightforward route for the expense evaluation of 
dividing images (nodes) into two disjoint sets S and T (S ∩ T=Φ and S ∪ T=V) is the complete loads of 
edges that associate the two sets this expense is known as a partition [22]. 

 
partition(S, T)) = ∑

∈∈ TjSi
wij

,
 (11) 

 
Here, wij is identified as wij=𝑀𝑀

−𝑑𝑑(𝑖𝑖,𝑃𝑃)2

𝑎𝑎2
 which can also be interpreted as a measure of cluster similarity. 
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By using a bipartition of the graph method to minimize the value of partition is called the minimum 
partition and given in [23]. The inspiration of a graph partition rules including the Npart is characterized as 
(12). 

 
𝑁𝑁𝑝𝑝𝑎𝑎𝑝𝑝𝑝𝑝 =  𝑝𝑝𝑎𝑎𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝𝑖𝑖𝑝𝑝𝑛𝑛(𝑆𝑆,𝑇𝑇)

𝑝𝑝𝑎𝑎𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝𝑖𝑖𝑝𝑝𝑛𝑛(𝑆𝑆,𝑉𝑉)
+ 𝑝𝑝𝑎𝑎𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝𝑖𝑖𝑝𝑝𝑛𝑛(𝑆𝑆,𝑇𝑇)

𝑝𝑝𝑎𝑎𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝𝑖𝑖𝑝𝑝𝑛𝑛(𝑇𝑇,𝑉𝑉)
  (12) 

 
The creation of the huge Npart is cost by an uneven graph partition. 

By using the eigenvalue problem, Shi and Malik built a model for solving the normalized cut of 
graph and image segment problems [23]. 
 

 (Diag – w)y =  λ(Diag)y (13) 
 

Where w is a square affinity matrix of n x n, Diag= [a1, a2,…., an] is a diagonal matrix with   
 

ai = ∑ = nj
ijw

,.....,1
. (14) 

 
In a certain graph illustration of images G=(V, E) with affinity matrix w, suppose the number of 

image clusters is {K1, K2, …, Km}, which is also the partition of V, i.e., Ki ∩ Kj=Φ. Then the representative 
node (image) of Ki is  

 
}

,
arg{max ∑

∈∈ ii

jk

KkKj
w  (15) 

 
Here, wjk is an affinity matrix value of ith and kth position, and K is the number of clusters, which can 
likewise be seen as a measure of the between clusters similarity.  

 
 

 
 

Figure 2. The newly developed CBIR system based on CLUE 
 
 

Let illustrate graph-partitioning by an example: 
First, it indicates that the number of clusters is not fixed, it depends on some condition. In this work, 

one condition is applied that if a cluster has less than 100 images, then that cluster can’t be further clustered.  
Step 1: Suppose that total of 100 images are in the database as shown in Figure 3, N=100; these are the pre-
processed target images, furthermore, these nodes (images) are now arranged concerning the query image.  
Step 2: First search, the gathering of neighboring target images as for query image using nearest neighbors 
method (NNM).  
Step 3: Next, creates a weighted undirected graph that includes the query image as well as its neighboring 
target images using (11), and evaluate the sum of the total weights of all target images. 
Step 4: To pick a target matched node, use (15) to find the node with the highest sum value of their attribute 
among the 100 target nodes in each cluster. 
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Step 5: Criteria of choosing the cluster for partitioning; count which cluster has the maximum number of 
nodes (images), repeat step 4 (select matched node for this cluster and so on…). 
Step 6: Sopping criteria; the condition in this implementation was that if a cluster had more than 100 images, 
the cluster would be divided into two sub-clusters. 
Step 7: Retrieval of relevant images; started to retrieve leaf clusters from left to right (can say inorder 
traversal way), if get first 100 images then the program is stopped and re-initiate the program and so on. 
Step 8: Finally, store each collection of images in a file for all queries (for all iterations) and manually count 
the precision at different levels of k, chosen k=10, 20, 30, up to 100 [24]. 

In the color-shape and color-texture CBIR methods, the values of features save in the stored features 
files after adding the values of color, shape, and texture visual features of an image with a minimum 70% 
value of each feature in each image [16], [24]. The same is applied to the newly develop color-shape-texture 
CBIR method. The 70% of the texture features, 70% of the color features, and 70% of the shape features for 
an image and fuses these feature values and stores that fused feature values into the files. Finally, the union 
of all three methods is taken by normalizing the value between 0 and 1 at different precision levels and 
shown in Figure 4. 
 
 

 
 

Figure 3. Partitioned into tree structures that are applied to N with 100 nodes (images) 
 
 

 
 

Figure 4. The structure of the union of three unsupervised CBIR systems: Color-shape, color-
texture, and color-shape-texture 
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4. RESULTS AND DISCUSSION 
The results have been performed in MATLAB 9.5 software with a universally useful COREL image 

database, which contained 10 different classes of images, each class has 100 images of resolution 256x384, 
and a total approximately contained 1,000 images shown in Table 1 [25]. This experiment provides a 
Random choice that gives a user an irregular arrangement of images from the image database. At present just 
the main 25 outcomes are introduced because of space restriction.  

 
 

Table 1. COREL Image database depiction with index values [25] 
Class No. Class Name Class No. Class Name Class No. Class Name 
1 (0-99) People and village 4 (300-399) Buses 7 (600-699) Flowers 

2 (100-199) Beach 5 (400-499) Dinosaurs 8 (700-799) Horses 
3 (200-299) Buildings 6 (500-599) Elephants 9 (800-899) Mount. and glaciers 
10 (900-999) Food     

 
 
 In this work, precision is evaluated at a given cut-off rank of 0.7 (Threshold of 70%). 

  
𝑃𝑃𝑇𝑇𝑀𝑀𝐴𝐴𝐸𝐸𝑠𝑠𝐸𝐸𝐴𝐴𝑀𝑀 =  |𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑎𝑎𝑛𝑛𝑝𝑝𝑅𝑅𝑚𝑚𝑎𝑎𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑝𝑝𝑝𝑝𝑝𝑝𝑅𝑅|

|𝑇𝑇𝑝𝑝𝑝𝑝𝑎𝑎𝑅𝑅𝑅𝑅𝑚𝑚𝑎𝑎𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑝𝑝𝑝𝑝𝑖𝑖𝑅𝑅𝑅𝑅𝑅𝑅𝑑𝑑𝑅𝑅𝑝𝑝𝑝𝑝𝑝𝑝𝑅𝑅|
  (16) 

  
𝑃𝑃 (𝑀𝑀𝑇𝑇𝑎𝑎 = 100) =  |𝑃𝑃1+ 𝑃𝑃2 + … + 𝑃𝑃100|

|𝑅𝑅=100|
  (17) 

  
In these experiments, the same feature extraction technique is used as given in [6]. The Euclidean distance as 
the similarity measure is used for computing the similarity between the query and target images. 
 

𝐷𝐷𝐸𝐸𝑠𝑠𝑇𝑇𝑀𝑀𝑀𝑀𝐴𝐴𝑀𝑀(𝑢𝑢, 𝑢𝑢) = �(𝑢𝑢1 − 𝑢𝑢2)2 + (𝑢𝑢1 − 𝑢𝑢2)2 (18) 
 

In the experiments, each image is considered as a query image from every one of the 10 image 
classes and subsequently, an aggregate of 1000 query images. The top k results have been chosen from the 
CBIR methods to calculate precision, i.e. known as precision at k. Results of each of the three methodologies 
(color-shape, color-texture, and color-shape-texture) are shown in Figures 5(a)-(c). After that, the union of all 
three approaches has been performed by normalizing the incentive somewhere in the range of 0 and 1. The 
result of the experiments has been performed at an average precision of 100 of all three CBIR approaches and 
varying precision levels of all three approaches color-shape, color-texture, and color-shape-texture with a 
union. This is graphically represented in Figures 6-8 respectively. One query image is taken from flower 
class (Image Id number 600) as shown in Figure 5. 

 
 

 
(a) (b) (c) 

 
Figure 5. Result of a CBIR system; (a) color-shape, (b) color-texture, (c) color-shape-texture 
 
 
CBIR system results for flower category with same query image, the first image is the query image, 

at the top of each image given image ID (Class number) and similarity measure. The performance values of 
all three approaches Color-Shape, Color-Texture, and Color-Shape-Texture for each class at the varying 
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precision level are given in Tables 2-4 respectively. This Figure 7 shows that at taking the average of all 
classes, a system based on union is better than other CBIR approaches. Figure 8 shows that at the smaller 
precision value the union of all three approaches Color-Shape, Color-Texture, and Color-Shape-Texture is 
almost 1 means almost 100% retrieval rate but when to increase the precision level the retrieval rate 
gradually decreases.   
 
 

 
 

Figure 6. Results of comparison of color-shape, color-texture, color-shape-texture, and union of these three 
CBIR systems with CLUE on the average precision of 100 for each class of image database 

 
 

 
 

Figure 7. Results of Comparison of the average of all classes of different CBIR approach with a union of 
color-shape, color-texture, and color-shape-texture approaches 

 
 

 
 

Figure 8. Results of Comparison of color-shape, color-texture, color-shape-texture, and union of all three 
CBIR approaches at a varying precision level of k 
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Table 1. Performance at different precision (k) of CBIR (color and shape combination) with threshold of 0.7  
ID Name 10 20 30 40 50 60 70 80 90 100 
1 People 0.70 0.685 0.667 0.636 0.615 0.595 0.59 0.585 0.58 0.57 
2 Beach 0.68 0.645 0.617 0.586 0.554 0.535 0.505 0.475 0.446 0.42 
3 Buildings 0.60 0.565 0.537 0.506 0.485 0.454 0.433 0.415 0.395 0.39 
4 Buses 0.84 0.775 0.767 0.746 0.725 0.71 0.705 0.697 0.688 0.68 
5 Dinosaurs 1.00 0.995 0.987 0.980 0.978 0.975 0.973 0.972 0.971 0.97 
6 Elephants 0.58 0.535 0.487 0.436 0.395 0.386 0.38 0.375 0.369 0.36 
7 Flowers 0.86 0.855 0.847 0.838 0.829 0.825 0.82 0.818 0.815 0.81 
8 Horses 0.86 0.855 0.845 0.842 0.841 0.84 0.839 0.838 0.836 0.83 
9 Mountains 0.54 0.525 0.517 0.492 0.475 0.442 0.415 0.398 0.387 0.37 

10 Food 0.78 0.765 0.742 0.727 0.713 0.702 0.7 0.697 0.695 0.69 

Avg All 
Categories 0.744 0.72 0.701 0.678 0.661 0.646 0.636 0.627 0.618 0.609 

 
 
Table 2. Performance at different precision (k) of CBIR (color and texture combination) with threshold of 0.7  

ID Name 10 20 30 40 50 60 70 80 90 100 
1 People 0.70 0.685 0.676 0.646 0.625 0.615 0.598 0.587 0.582 0.57 
2 Beach 0.68 0.645 0.628 0.605 0.575 0.555 0.525 0.485 0.476 0.46 
3 Buildings 0.64 0.595 0.567 0.546 0.525 0.494 0.483 0.475 0.462 0.45 
4 Buses 0.88 0.845 0.817 0.786 0.775 0.768 0.755 0.734 0.721 0.71 
5 Dinosaurs 1.00 0.995 0.979 0.977 0.974 0.973 0.973 0.972 0.971 0.97 
6 Elephants 0.58 0.565 0.556 0.526 0.495 0.487 0.477 0.454 0.444 0.43 
7 Flowers 0.86 0.86 0.858 0.854 0.85 0.849 0.847 0.844 0.843 0.84 
8 Horses 0.90 0.894 0.89 0.888 0.88 0.879 0.874 0.873 0.872 0.87 
9 Mountains 0.55 0.53 0.513 0.505 0.492 0.471 0.465 0.454 0.442 0.43 

10 Food 0.78 0.77 0.769 0.767 0.761 0.754 0.75 0.749 0.742 0.74 

Avg All 
Categories 0.757 0.738 0.725 0.71 0.695 0.684 0.674 0.662 0.655 0.647 

 
 

Table 3. Performance at different precision (k) of CBIR (color, shape & texture) with threshold of 0.7 
ID Name 10 20 30 40 50 60 70 80 90 100 
1 People 0.79 0.785 0.776 0.746 0.725 0.715 0.698 0.687 0.682 0.65 
2 Beach 0.76 0.745 0.728 0.705 0.685 0.655 0.625 0.589 0.553 0.52 
3 Buildings 0.74 0.725 0.713 0.686 0.645 0.614 0.583 0.547 0.512 0.49 
4 Buses 0.91 0.89 0.872 0.863 0.815 0.801 0.795 0.789 0.78 0.77 
5 Dinosaurs 1.00 1.00 1.00 0.999 0.997 0.997 0.995 0.994 0.992 0.987 
6 Elephants 0.65 0.643 0.623 0.603 0.594 0.576 0.545 0.528 0.491 0.47 
7 Flowers 0.94 0.931 0.928 0.922 0.915 0.909 0.903 0.899 0.895 0.89 
8 Horses 0.96 0.954 0.951 0.943 0.937 0.932 0.93 0.929 0.924 0.92 
9 Mountains 0.59 0.578 0.573 0.565 0.552 0.549 0.535 0.517 0.495 0.46 

10 Food 0.84 0.832 0.826 0.821 0.809 0.804 0.799 0.797 0.793 0.79 

Avg All 
Categories 0.818 0.808 0.799 0.785 0.767 0.755 0.74 0.727 0.711 0.694 

 
 
5. CONCLUSION AND FUTURE DIRECTION 

In this paper, a new CBIR system has been developed by combining the three traits i.e., color, shape, and 
texture of an image. The experimental results of four unsupervised CBIR approach at varying precision levels 
namely CLUE, color-shape, color-texture, and color-shape-texture systems have been compared. It is 
experimentally found that the developed CBIR model in the combination of three visual features produces 
better results in comparison to the other two CBIR methods in the combination of two visual features (color-
shape and color-texture) as well as with an existing method CLUE. It is also experimentally found that the 
union of all three approaches produces a better performance at a varying precision level of k. It is observed 
that the quality of the clusters relies upon the decision of the graph partitioning algorithm. In the future, other 
clustering algorithms can also be tested for possible performance enhancement.  
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