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 In recent years, the study of social networks and the analysis of these 

networks in various fields have grown significantly. One of the most widely 

used fields in the study of social networks is the issue of link prediction, 

which has recently been very popular among researchers. A link in a social 

network means communication between members of the network, which can 

include friendships, cooperation, writing a joint article or even membership 

in a common place such as a company or club. The main purpose of link 

prediction is to investigate the possibility of creating or deleting links 

between members in the future state of the network using the analysis of its 

current state. In this paper, three new similarities, degree neighbor similarity 

(DNS), path neighbor similarity (PNS) and degree path neighbor Similarity 

(DPNS) criteria are introduced using neighbor-based and path-based 

similarity criteria, both of which use graph structures. The results have been 

tested based on area under curve (AUC) and precision criteria on   datasets 

and it shows well the superiority of the work over the criteria that only use 

the neighbor or the path. 
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1. INTRODUCTION 

Networks are a platform for analyzing social structures that have focused all their attention on the 

relationships between the members that make up such a social structure. These members are called nodes or 

vertices that these nodes have properties that distinguish them [1]. For example, in the network of people in 

an organization, nodes characteristics can be considered as male or female or the position of each person in 

that organization. Therefore, when we talk about social networks, we mean social context and it consists of 

vertices (individual or organizational) that are connected by one or more specific types of relationships such 

as friendship, kinship, disease transmission, which are called edges. Network in its simplest form is a 

mapping that connects vertices by related edges; outlines, nodes are actors within the network and edges are 

the relationships between these actors [2]. 

Social networks have been studied in different fields. One of the most widely used fields of study in 

social networks is link prediction. The problem that link prediction seeks to address is: given a snapshot of 

the current state of the network, is it possible to predict which network members might be in a relationship in 

the next snapshot of the network? [3]. 

The importance of this issue becomes apparent when the recommender systems or online sales 

recommend people to find products of interest [4], or help them make new friends [5], social academias that 

https://creativecommons.org/licenses/by-sa/4.0/
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allow people to find a co-author or expert [6], or large-scale communication networks that predict a specific 

person's contacts on a mobile phone [7]. It is also possible to use this field of research to complete a network 

by using incomplete and partial information of that network [8], [9] and to better understand the evolution of 

a network [10]. In addition, link recognition methods is widely used in the sciences of bioinformatics and 

biology, for example in predicting properties that are more likely to find their way into the future, or in 

identifying interactions between proteins, as well as in gene expression networks [11] can be used to identify 

links.  

Existing techniques in the field of link prediction are divided into 3 categories: based on nodes, 

based on structure and based on social theory [12]. Node-based techniques estimate the similarity between 

nodes based on the unique characteristics of each network node. Characteristics such as gender, age and 

goods purchased can be considered and based on these characteristics, new friends will be suggested, and 

new products will be offered. Structure-based techniques use graph structures and are divided into three 

categories: neighbor-based, path-based, and random-based [13]. The most important neighbor-based 

algorithms such as common neighbor (CN), preferential attachment (PA) and Adamic Adar (AA) use direct 

nodes neighbors to estimate the similarity of 2 nodes. For example, the common neighbor algorithm, based 

on the higher the number of common neighbors between 2 nodes, the more likely it is to create a link 

between those 2 nodes, provides a measure of similarity between the two nodes x and y [14]: 

 

𝐶𝑁(𝑥, 𝑦) =  |Γ(𝑥)  ∩  Γ(𝑦)| (1) 

 

where Γ(𝑥) is the set of node x neighbors and |Γ(𝑥)  ∩  Γ(𝑦)| indicates the number of common neighbors of 

the nodes x and y. The preferential attachment algorithm considers the product of the degrees of two nodes as 

a measure of the similarity of these two nodes, assuming that the higher the degree the 2 nodes have, the 

probability of creating a link between the two nodes increases. This algorithm provides a measure of 

similarity between the two nodes x and y [10]: 

 

𝑃𝐴 (𝑥, 𝑦) =   |Γ(𝑥)| . |Γ(𝑦)| (2) 

 

where |Γ(𝑥)| and |Γ(𝑦)| are degree of nodes x and y, respectively.  

Also, the Adamic Adar algorithm, which has been widely used, is based on the fact that the fewer of 

the common neighbors the two nodes x and y have, the probability of creating a link between x and y 

increases. This algorithm is calculated [13]: 

 

𝐴𝐴 (𝑥, 𝑦) =   ∑
1

log|Γ(𝑧)|𝑍 𝜖Γ(𝑥)∩ Γ(𝑦)  (3) 

 

where z is a node in the set of common neighbors of x and y, |Γ(z)| is degree of node z. 

One of the most important path-based algorithms is Katz algorithm. For calculating Katz algorithm, 

all the paths between the two nodes x and y are counted and included in the algorithm. Base on this 

algorithm, similarity between the nodes x and y is calculated: 

 

𝐾𝑎𝑡𝑧 (𝑥, 𝑦) =   ∑ 𝛽𝑙 . |𝑝𝑎𝑡ℎ𝑥,𝑦
𝑙 |∞

𝑙=1 =  𝛽𝐴 +  𝛽2𝐴2 + (4) 

 

β>0 is a parameter that determines the effectiveness of long paths. The smaller the β value, the Katz 

algorithm performs similarly to the common neighbor because the effect of long paths on the similarity 

calculation is greatly reduced [14]. 

In other criteria instead of just using the first-order common neighbors second-order common 

neighbors are also used. This similarity which is called common neighbors degree penalization (CNDP) is 

calculated [15]: 

 

𝐶𝑁𝐷𝑃 (𝑥, 𝑦) = ∑
|𝐶(𝑍)|

|Γ(𝑧)|𝛽𝐶𝑍 𝜖Γ(𝑥)∩ Γ(𝑦)  (5) 

 

where z is a node in the set of common neighbors x and y, |𝐶(𝑍)| the number of common neighbors that nodes 

z, x and y have, |Γ(𝑧)| degree of node z, C is the average clustering coefficient in the graph and β is a 

constant value, the optimal value of which is obtained by experimenting on different datasets by regression 

algorithms. the authors in [16] also used second-order neighborhood and they called it latent relationship. 

They also claimed that calculating similarity based on first-order neighborhood results low accuracy but 

benefiting the second-order neighborhood compensates that drawback. 
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Adaptive dynamic programming (ADP) [16] is one of the outstanding algorithms in this field. In this 

algorithm, the degree of common neighbors is penalized based on the amount of clustering coefficient in 

desired network. The purpose of this work is to present a similarity algorithm that can have an acceptable 

accuracy in predicting links for all networks with different structures. Accordingly, in order to take 

advantages of the unique structure of desired network in calculating the similarity, the following algorithm is 

presented, which parameter c represents the value of average clustering coefficient of the desired network 

and parameter β is a constant value that 2.5 is intended for it.  

 

𝑆 (𝑥, 𝑦) =   ∑ |Γ(𝑧)|−𝛽𝐶
𝑍 𝜖Γ(𝑥)∩ Γ(𝑦)  (6) 

 

Another algorithm called node-coupling clustering approach based on common neighbors (NCCCN) 

benefits the clustered network information and combines it with the information of the common neighbors 

between the two nodes and obtains a measure of similarity between these two nodes based on these two 

sources of information. Also, in [18] a neighbor-based similarity criterion called triadic measure was 

introduced, which uses units called motifs. Motifs are various forms of small grids that include 3 nodes in a 

directional grid. In this article, 13 different types of motifs are introduced. The algorithm introduced in this 

paper calculates the similarity between 2 nodes x and y in a way that for each of the common neighbors such 

as z between these two nodes, the number of motifs consisting of 3 nodes x, y, and z is counted and the result 

is divided by thirteen this process is calculated for all common neighbors and finally added together, the 

resulting number is then divided by the total number of common neighbors between two nodes x and y. The 

result shows the similarity between 2 nodes x and y. Network clustering information is very useful 

information in the link prediction process [19]. To this end, the authors clustered the study network in [20] 

and observed that there is a large relationship between these clusters, which is derived from the graph 

structure, and the accuracy of the algorithm in identifying the link. Also, Bastami et al. [21] proposed a 

method for identifying gravity-based links that also used cluster information in the network. They applied 

their algorithm in parallel to the detected clusters to increase the execution speed. They also used the Adamic 

Adar similarity criterion to calculate the similarity between the nodes. 

Many studies have worked on the combination of structural features of the network and it has been 

observed that node-based features can be very useful in calculating similarity [22]. In [23] authors designed a 

framework that used both the graph structure and the unique features of nodes to identify links. They 

evaluated their work on co-authorship and co-starring datasets and found that combining graph information 

yields much better results than when using a single feature. They used the γ parameter to adjust the degree of 

interference of each feature. 

In another study [24], authors acknowledged that the similarity between the activities of two nodes 

was proportional to the distance between the two nodes, meaning that the smaller the distance between the 

two nodes, the greater their similarity. They combined the unique features of the node, such as its activity and 

trajectory, with the structural features of the network, and designed a supervised classifier that significantly 

increased the accuracy of the prediction. As mentioned before, none of the above studies investigate the 

effect of path and common neighbor and node topological attributes (such as degree) combined, in this regard 

in this paper three similarity-based link prediction algorithms are proposed which cover the different 

combinations of these topological features and compare them with the pre-mentioned algorithm like ADP, 

NCCCN and CNDP which only use one of these attributes [25]. Also the proposed algorithm uses the 

information of direct and indirect neighbors of second degree (the same as CDNP) which has been proved 

that has better performance rather than only using direct neighbors. The first proposed algorithm called 

degree neighbor similarity (DNS) uses the information of nodes degree and neighbors of two nodes. The 

second one called path neighbor similarity (PNS) calculate the similarity based on path and neighbors 

information, and the last proposed algorithm called degree path neighbor similarity (DPNS) is a combination 

of two other algorithms and uses the information of degree, path and neighbors combined. The results 

reported in section 4 of the paper show the superiority of the proposed algorithm over the CNDP algorithm 

and other corresponding algorithms. The continuation of the article is as follows: in section 2 the presented 

algorithm will be explained in detail, in section 3 the results will be reviewed and analyzed and in the last 

part of the article conclusions and future works will be stated.  

 

 

2. MATERIALS AND METHOD 

The basic framework of all similarity-based link prediction algorithms is the same, and the only 

difference is how the similarity criterion is calculated. Accordingly, this paper presents a similarity criterion 

that works better on common datasets than other similarity-based criteria such as ADP, NCCCN, and triadic 

measure, as well as CNDP. In this criterion, in addition to using the information of neighbors, the paths 
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between two nodes and the degrees of the source and destination node are also contributed as shown in 

Figure 1. 

 

 

 
 

Figure 1. Diagram of the proposed method 

 

 

In this regard, first the studied network is implemented as a graph G=(V, E) where V is a set of 

vertices and E is a set of edges between the vertices. Graph G is then pre-processed to make the edges 

undirected if the edges are directional, and also converted to a simple graph if the graph is multi-edge during 

pre-processing. Then, on a simple and undirected graph G, the link recognition algorithm is applied as 

follows. First, the edges of the graph are divided into 5 parts by five-folds cross validation method, one part 

is considered as test data and 4 parts as train data. Thus, the train data contains 0.8 of the edges of the graph, 

and the test data contains the rest of the edges (0.2 of the edges of the graph) plus the edges that did not exist 

in the original graph at all. For every two nodes in the test data, the edge between them are calculated with 

similarity to the presented criterion, and then the edges are arranged in descending order based on the 

similarity value. After calculating the similarity score for all edges, a sample of test data containing m edges 

is picked, which m is equal to 20% of the original graph edges and is added to the train data these edges are 

predicted edges. Then true positive and false negative are calculated and the area under curve (AUC) and 

precision are estimated based on that. To calculate the similarity between two nodes based on the 

combination of path and neighbor information PNS, we follow the similarity criterion: 
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𝑝𝑎𝑡ℎ_𝑛𝑒𝑔ℎ𝑖𝑏𝑜𝑟 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝑥, 𝑦) = ∑ 𝛼𝑙. |𝑝𝑎𝑡ℎ𝑥,𝑦
𝑙 |5

𝑙=3  ×  ∑
|𝐶(𝑍)|

|Γ(𝑧)|𝛽𝐶𝑍 𝜖Γ(𝑥)∩ Γ(𝑦)  (7) 

 

In this regard, α is the coefficient that determines the effect of long distances, small values α reduce 

the effect of long distances. |𝑝𝑎𝑡ℎ𝑥,𝑦
𝑙 | Indicates the number of paths of length l between two nodes x and y. 

Due to the computational complexity of finding long paths, only paths between 3 to 5 have been investigated. 

Also |𝐶(𝑍)|, is the number of common neighbors of the nodes z, x and y, |Γ(𝑧)| degree of node z, C the 

average clustering coefficient in the graph and β is a constant value that its optimal value is obtained by 

experimenting on different datasets by regression method.  

There is also another criterion based on neighbors and the degree of source and destination nodes 

DNS, which is: 

 

𝑑𝑒𝑔𝑟𝑒𝑒_𝑛𝑒𝑔ℎ𝑖𝑏𝑜𝑟 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝑥, 𝑦) = |Γ(𝑥)|  ×  |Γ(𝑦)|  × ∑
|𝐶(𝑍)|

|Γ(𝑧)|𝛽𝐶𝑍 𝜖Γ(𝑥)∩ Γ(𝑦)  (8) 

 

where |Γ(𝑥)| is degree of node x, |Γ(𝑦)| is degree of node y, and the rest of the parameters are the same as in 

formula 6. Also, in order to compare these similarity criterias, another criterion is used which is a 

combination of these two criterias to check if the degree and path information of source and destination 

nodes and also direct and indirect neighbors of second degree are contributed in the similarity calculation. 

(DPNS) Then how accurately can the similarity between the two nodes be estimated. 

 

𝑑𝑒𝑔𝑟𝑒𝑒_𝑝𝑎𝑡ℎ_𝑛𝑒𝑔ℎ𝑖𝑏𝑜𝑟 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝑥, 𝑦) = |Γ(𝑥)|  ×  |Γ(𝑦)|  ×  ∑ 𝛼𝑙. |𝑝𝑎𝑡ℎ𝑥,𝑦
𝑙 |5

𝑙=3 ×

 ∑
|𝐶(𝑍)|

|Γ(𝑧)|𝛽𝐶𝑍 𝜖Γ(𝑥)∩ Γ(𝑦)  (9) 

 

where |Γ(𝑥)|  degree of node x, |Γ(𝑦)| degree of node y and α is a coefficient that determines the effect of 

long paths. |𝑝𝑎𝑡ℎ𝑥,𝑦
𝑙 | indicates the number of paths of length l between two nodes x and y. |𝐶(𝑍)| is the 

number of common neighbors of the node z, x and y, |Γ(𝑧)| is degree of node z, C is the average clustering 

coefficient in the graph and β is a constant value, the optimal value that its optimal value is obtained by 

experimenting on different datasets by regression method. For example, in Figure 2 to calculate the similarity 

between the two nodes x and y the values of the parameters are written in Table 1. 

 

 

 
 

Figure 2. Network graph 
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Table 1. The parameter values of formulas 6, 7, and 8 according to Figure 2 
Parameters Value Set of nodes/paths 

𝑥_𝑑𝑒𝑔𝑟𝑒𝑒 6  

𝑦_𝑑𝑒𝑔𝑟𝑒𝑒 2  

𝑝𝑎𝑡ℎ𝑥,𝑦
1  0  

𝑝𝑎𝑡ℎ𝑥,𝑦
2  2 {xcy, xdy} 

𝑝𝑎𝑡ℎ𝑥,𝑦
3  3 {xacy, xbcy, xgdy} 

𝑝𝑎𝑡ℎ𝑥,𝑦
4  3 {xfecy, xdecy, xcedy} 

𝑝𝑎𝑡ℎ𝑥,𝑦
5    

Γ(𝑥)  {a, b, c, d, f, g} 

Γ(𝑦)  {c, d} 

𝑍  {c, d} 

𝐶(𝑧) 𝑖𝑓 𝑧 ∶ 𝑐 ∅  

𝐶(𝑧) 𝑖𝑓 𝑧 ∶ 𝑑 ∅  

Γ(𝑧) 𝑖𝑓 𝑧 ∶ 𝑐  {a, b, f, x, y} 

Γ(𝑧) 𝑖𝑓 𝑧 ∶ 𝑑  {e, g, x, y} 

 

 

3. RESULTS AND DISCUSSION 

The desired dataset attributes are given in detail in Table 2, which the first column, includes the 

name of the database, |V| the number of nodes, |E| the number of edges, K the average degree, C the average 

clustering coefficient, average shortest path length (ASPL) the average length of the shortest path, D the 

diameter and H is the heterogeneity in the graph. All of these datasets are real-world datasets. Also, the value 

of average clustering coefficient for each of the datasets is mentioned in column 5 of the mentioned table. 

 

 

Table 2. The statistical information of experimental datasets 
Network |V| |E| K C ASPL D H 

BUP 105 441 8.4 0.49 3.08 7 1.42 

CEG 297 2148 14.46 0.29 2.46 5 1.80 

UAL 332 2126 12.81 0.63 2.74 6 3.46 
INF 410 2765 13.49 0.46 3.63 9 1.39 

SMG 1024 4916 9.6 0.31 2.98 6 3.95 

EML 1133 5451 9.62 0.22 3.61 8 1.94 

 

 

CEG is a biological network, SMG is a co-authorship network, UAL is an airport traffic network, 

EML is a network of people who send e-mails to each other, BUP is a network of political blogs and INF is a 

network of contacts in an exhibition. The above datasets are available at https://noesis.ikor.org/datasets/link-

prediction. The experiments were performed on a system with 32 RAM and an Intel core i5 processor at 3.1 

and 3.4 GHz. The value for the parameters is as follows: 

 

𝛼 ∶ 0.1 , 0.05  

𝑙 ∶ 5  

𝛽 𝑖𝑛 𝐴𝑈𝐶 𝑚𝑒𝑡𝑟𝑖𝑐 ∶ 1.76  

𝛽 𝑖𝑛 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑚𝑒𝑡𝑟𝑖𝑐 ∶ 1.84 

 

In order to evaluate the performance of the proposed algorithm and other algorithms, we use two 

criteria: AUC and precision. The method of calculating each of the two criteria is as follows: [15] in order to 

calculate the AUC value, a link from the test data set (including non-existent and non-observation links) and 

a link from the non-existent set (including 0.2 edges removed from the main graph as non-existent set) are 

picked and the AUC values of these two links will be obtained from (10): 

 

𝐴𝑈𝐶 =  
𝑛1+0.5𝑛2

𝑛
 (10) 

 

where 𝑛 is the number of comparisons, 𝑛1 is the number of times that score of the link chosen from the test 

set is more than the other link, and 𝑛2 is the number of times that both links have the same score. 

In this paper, n is equal to the product of the number of edges of both sets. In other word, all the 

edges of both sets are compared. The precision criterion is also obtained from the (11): 

 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝐴

𝑇
 (11) 

 

https://noesis.ikor.org/datasets/link-prediction
https://noesis.ikor.org/datasets/link-prediction
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where A is the number of correctly predicted links and T is the total number of predicted links. 

The results of Table 3 show that the DNS algorithm, which is a combination of neighbor 

information between two nodes and two-node degrees, performs better on BUP and CEG datasets than other 

algorithms, but failed to outperform its competitors on other datasets. On INF and EML data, CNDP 

algorithm, which uses only neighbor information, and on SMG data, CNDP algorithm, which uses only 

neighbor information, had better results. It can be seen that the degree of nodes is not very effective and it 

cannot always be claimed that the higher the degree of nodes, the more likely it is to form a link. 

 

 

Table 3. Comparing the results of DNS, ADP, NCCCN, triadic measure, and CNDP algorithms on 6 datasets 
Algorithm Evaluation metric BUP CEG UAL INF SMG EML 

ADP precision 
AUC 

0.254 
0.749 

0.153 
0.800 

0.515 

0.931 

0.419 
0..869 

0.159 

0.833 

0.197 
0.797 

NCCCN precision 

AUC 

0.242 

0.753 

0.160 

0.781 

0.502 

0.919 

0.293 

0.879 

0.148 

0.812 

0.211 

0.802 
Triadic Measure precision 

AUC 

0.229 

0.733 

0.147 

0.734 

0.483 

0.893 

0.364 

0.483 

0.136 

0.782 

0.173 

0.785 

CNDP precision 
AUC 

0.263 
0.853 

0.150 
0.817 

0.478 
0.928 

0.434 

0.920 

0.143 
0.812 

0.203 

0.820 
DNS precision 

AUC 
0.265 

0.855 

0.167 

0.821 

0.595 

0.930 

0.368 

0.911 

0.142 

0.820 

0.151 

0.810 

 

 

The evaluation results of the PNS algorithm on the mentioned datasets are given in Tables 4 and 5. 

These results are obtained with the value of α=0.1 in Table 4 and α=0.05 in Table 5. As can be seen, the PNS 

algorithm, which in addition to the information of the common neighbors of the two nodes, also uses the path 

information between the two nodes, has better results than the DNS. In Table 4, the PNS algorithm 

outperformed competing algorithms on all data by at least one AUC or precision criterion. It can be seen that 

it is superior to other algorithms in terms of AUC criterion on BUP, CEG, INF and EML datasets and has 

better performance on precision criteria on CEG, UAL and SMG datasets. By reducing the value of α from 

0.1 to 0.05, which reduces the effect of longer paths in Table 4, it can be seen that the proposed algorithm 

performed better on all datasets except BUP in terms of both precision and AUC criteria and on the BUP 

dataset, it is superior to other algorithms in terms of AUC. 

 

 

Table 4. Comparing the results PNS, ADP, NCCCN, triadic measure, and  

CNDP algorithms on 6 datasets (𝛼: 0.1) 
Algorithm Evaluation metric BUP CEG UAL INF SMG EML 

ADP precision 

AUC 

0.254 

0.749 

0.153 

0.800 

0.515 

0.931 

0.419 

0..869 

0.159 

0.833 

0.197 

0.797 

NCCCN precision 
AUC 

0.242 
0.753 

0.160 
0.781 

0.502 
0.919 

0.293 
0.879 

0.148 
0.812 

0.211 

0.802 

Triadic Measure precision 

AUC 

0.229 

0.733 

0.147 

0.734 

0.483 

0.893 

0.364 

0.483 

0.136 

0.782 

0.173 

0.785 
CNDP precision 

AUC 

0.263 

0.853 

0.150 

0.817 

0.478 

0.928 
0.434 

0.920 

0.143 

0.812 

0.203 

0.820 

PNS precision 
AUC 

0.258 

0.867 

0.183 

0.825 
0.589 

0.924 
0.401 

0.920 

0.159 

0.820 
0.194 

0.822 

 

 

Table 5. Comparing the results of PNS algorithms, ADP, NCCCN, triadic measure and  

CNDP algorithms on 6 datasets (𝛼: 0.05) 
Algorithm Evaluation metric BUP CEG UAL INF SMG EML 

ADP precision 

AUC 

0.254 

0.749 

0.153 

0.800 

0.515 

0.931 

0.419 

0..869 

0.159 

0.833 

0.197 

0.797 

NCCCN precision 
AUC 

0.242 
0.753 

0.160 
0.781 

0.502 
0.919 

0.293 
0.879 

0.148 
0.812 

0.211 
0.802 

Triadic Measure precision 

AUC 

0.229 

0.733 

0.147 

0.734 

0.483 

0.893 

0.364 

0.483 

0.136 

0.782 

0.173 

0.785 
CNDP precision 

AUC 

0.263 

0.853 

0.150 

0.817 

0.478 

0.928 

0.434 

0.920 

0.143 

0.812 

0.203 

0.820 

PNS precision 
AUC 

0.256 

0.870 

0.175 

0.837 
0.596 

0.931 

0.437 

0.924 

0.161 

0.836 

0.214 

0.824 
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From the results, it is obvious that the effect of path information on improving the accuracy of 

prediction is very effective and selecting the appropriate value of α and adjusting the effect of long distances 

can greatly increase the accuracy of prediction. In order to more accurately investigate the effect of path 

information and node degree information, using similarity criterion introduced in formula 8 which uses a 

combination of both information, this link prediction algorithm was performed on the above datasets and the 

results are reported in Tables 6 and 7. 

As can be seen from the results in Tables 6 and 7, the combination of path information and node 

degrees reduces the accuracy of the PNS and makes the results worse than when only path information is 

used. However, it performs better than other algorithms and is found to be superior to all datasets except INF 

in at least one of the criteria. Table 6 evaluates the DPNS results with α=0.1 and Table 7 considers α=0.05 for 

the DPNS criterion. It can be seen that a lower value of α improves the results in DPNS as it did in the PNS 

algorithm, indicating that the less the effect of long distances, the greater the accuracy of the prediction. 

In order to make a better compare the criteria presented in this article, in Table 8, the results of each 

of the criteria are reported on the above datasets. The superiority of the PNS criterion with α=0.05 is easily 

visible. As can be seen from the results in Table 8, the PNS criterion with α=0.05 had better performance and 

higher prediction accuracy for the 3 INF, SMG and EML datasets. For other data, it can be seen that in terms 

of AUC value, PNS criterion is superior to other criteria with α=0.05. 

 

 

Table 6. Comparing the results of DPNS algorithms, ADP, NCCCN, triadic measure, and  

CNDP algorithms on 6 datasets (α∶0.1) 
Algorithm Evaluation metric BUP CEG UAL INF SMG EML 

ADP precision 

AUC 

0.254 

0.749 

0.153 

0.800 

0.515 

0.931 

0.419 

0..869 
0.159 

0.833 

0.197 

0.797 

NCCCN precision 
AUC 

0.242 
0.753 

0.160 
0.781 

0.502 
0.919 

0.293 
0.879 

0.148 
0.812 

0.211 

0.802 

Triadic Measure precision 

AUC 

0.229 

0.733 

0.147 

0.734 

0.483 

0.893 

0.364 

0.483 

0.136 

0.782 

0.173 

0.785 
CNDP precision 

AUC 

0.263 

0.853 

0.150 

0.817 

0.478 

0.928 
0.434 

0.920 

0.143 

0.812 

0.203 

0.820 

DPNS precision 

AUC 
0.267 

0.858 

0.166 

0.819 

0.602 

0.921 

0.384 

0.913 

0.142 

0.818 

0.161 

0.820 

 

 

Table 7. Comparing the results of DPNS algorithms, ADP, NCCCN, triadic measure, and  

CNDP algorithms on 6 datasets (α∶0.05) 
Algorithm Evaluation metric BUP CEG UAL INF SMG EML 

ADP precision 

AUC 

.254 

0.749 

0.153 

0.800 

0.515 

0.931 

0.419 

0..869 

0.159 

0.833 

0.197 

0.797 

NCCCN precision 
AUC 

0.242 
0.753 

0.160 
0.781 

0.502 
0.919 

0.293 
0.879 

0.148 
0.812 

0.211 
0.802 

Triadic Measure precision 

AUC 

0.229 

0.733 

0.147 

0.734 

0.483 

0.893 

0.364 

0.483 

0.136 

0.782 

0.173 

0.785 
CNDP precision 

AUC 

0.263 

0.853 

0.150 

0.817 

0.478 

0.928 

0.434 

0.920 

0.143 

0.812 
0.203 

0.820 

DPNS precision 
AUC 

0.272 

0.860 

0.172 

0.826 

0.606 

0.924 
0.397 
0.916 

0.155 

0.834 

0.177 

0.821 

 

 

Table 8. Comparison of DNS, PNS, and DPNS algorithms for 0.5 and 0.1 for α on 6 datasets 
Algorithm 𝛼 Evaluation metric BUP CEG UAL INF SMG EML 

DNS __ precision 

AUC 

0.265 

0.855 

0.167 

0.821 

0.595 

0.930 

0.368 

0.911 

0.142 

0.820 

0.151 

0.810 
PNS 0.1 precision 

AUC 

0.258 

0.867 
0.183 

0.825 

0.589 

0.924 

0.401 

0.920 

0.159 

0.820 

0.194 

0.822 

DPNS 0.1 precision 
AUC 

0.267 
0.858 

0.166 
0.819 

0.602 
0.921 

0.384 
0.913 

0.142 
0.818 

0.161 
0.820 

PNS 0.05 precision 

AUC 

0.256 

0.870 

0.175 

0.837 

0.596 

0.931 

0.437 

0.924 

0.161 

0.836 

0.214 

0.824 

DPNS 0.05 precision 

AUC 
0.272 

0.860 

0.172 

0.826 
0.606 

0.924 

0.397 

0.916 

0.155 

0.834 

0.177 

0.821 

 

 

4. CONCLUSION 

In this paper, we tried to introduce a new similarity-based algorithm by combining structural 

information of graph such as nodes neighbors and path information between nodes, as well as using the 
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degree of nodes in the current snapshot of the network. For this purpose, three different criteria were 

presented by combining different information from the network in order to more accurately examine the 

impact of each factor on the accuracy of the link prediction. The first DNS criterion is obtained by combining 

the information of two desired nodes which is degree and direct and indirect neighbors of the two nodes. The 

second criterion called PNS is obtained by combining the information of 3 to 5 length paths between two 

nodes and direct and indirect neighbors of two nodes. The third criterion, DPNS, is obtained by combining 

the information of the desired nodes which is paths with the lengths of 3 to 5 between the two nodes, direct 

and indirect neighbors, and also the degree of nodes. The results show that DNS performed better on some 

data such as BUP and CEG than other algorithms but did not succeed on other data. The results of PNS and 

DPNS algorithms with different values of α show that this algorithm works better than DPS and for α=0.05 

on all datasets has better results than competitors. It can also be seen that PNS performs better than DPNS, 

which indicates that it is very important to use path information between two nodes. As mentioned in the 

review of previous work, using clusters in the network can greatly improve the result of the work, so in later 

work, in addition to the above information, cluster information can also be used. Also, in networks where 

user information is available, this information can be used to improve forecast accuracy. 
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