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 Owing to the substantial volume of human genome sequence data files (from 

30-200 GB exposed) Genomic data compression has received considerable 

traction and storage costs are one of the major problems faced by genomics 

laboratories. This involves a modern technology of data compression that 

reduces not only the storage but also the reliability of the operation. There 

were few attempts to solve this problem independently of both hardware and 

software. A systematic analysis of associations between genes provides 

techniques for the recognition of operative connections among genes and 

their respective yields, as well as understandings into essential biological 

events that are most important for knowing health and disease phenotypes. 

This research proposes a reliable and efficient deep learning system for 

learning embedded projections to combine gene interactions and gene 

expression in prediction comparison of deep embeddings to strong baselines. 

In this paper we preform data processing operations and predict gene 

function, along with gene ontology reconstruction and predict the gene 

interaction. The three major steps of genomic data compression are 

extraction of data, storage of data, and retrieval of the data. Hence, we 

propose a deep learning based on computational optimization techniques 

which will be efficient in all the three stages of data compression. 
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1. INTRODUCTION 

The genomics is an interdisciplinary field that deals with a full collection of deoxyribonucleic acid 

(DNA) species called genomes [1]. The DNA of the organism (deoxyribonucleic acid) consists of a sequence 

of four nucleotides in a particular pattern that encodes specifics according to their order [2]. Take the figure, 

for instance. 1, adenine (A) is accompanied by guanine (G) in this piece of DNA, followed by thymine (T), 

cytosine (C), cytosine (C), and so on. In simple words, gene sequences are used to evaluate the sequence of 

certain nucleotides in the gene that forms the DNA of the organism [2]. Of those genetic letters, more than 3 

billion make up the human genome [3]. Machine learning on graphs is a crux of the matter and omnipresent 

role in social networks, with implementations ranging from product design to suggestions for friendship [4], 

[5]. Over the past few years, however, have seen a rise in autonomous approaches that learn to encode graph 

structure into low-dimensional embedding, use of deep learning (DL) and Nonlinear techniques, dimensional 

saving along with key advances in graphic representation learning, including matrix factorization-based 

methods, random-walk-based algorithms, and graphic neural networks [6], [7]. Machine learning approaches 

have historically relied on user-defined heuristics to extract features that represent structural graph 
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information ( e.g., kernel functions or degree of statistics) [8], [9]. Figure 1 describes the available binary 

encoding methods used in DNA-based data compression schemes. Figure 1(a) describes one binary digit is 

mapped to 2 optional bases. Two binary digits are mapped to 1 fixed base. Figure 1(b) illustrates 1 byte are 

encoded through Huffman coding and then encoded to 5 or 6 bases. Figure 1(c) presents Two bytes are 

mapped to 9 bases. In Figure 1(d) eight binary bits are mapped to 5 bases. In Figure 1(e) the crop residues 

and animal manure composting (CRAM) which is a standard file format for storing compressed DNA 

sequencing data and with a high correlation between values, CRAM allows numerous data series to be stored 

in the same block, and a combination would result in superior compression ratios as compared to bi-

directional associative memory (BAM) file formats. Although the CRAM format outlines the file layout and 

decoding mechanism, the encoder has full control over how the data is broken up. 

 

 

 
 

Figure 1. Binary encoding methods used in DNA-based data compression schemes: (a) encoding,  

(b) huffman encoding, (c) 2:9 base mapping, (d) 8:5 base mapping, and (e) bases represented with crop 

residues and animal manure composting CRAM 

 
 

The principal challenge in this area is to find a way to characterize, or encrypt, the structure of 

graphs so that machine learning models can effortlessly exploit [10], [11]. For example, one might want to 

classify a protein's position in a biological interaction graph, find contribution of a sample under 

consideration in a collaboration network, recommends new mates to a social network consumer, or predict 

novel therapeutic formulations of present receptors for the drug, the composition of which can be described 

as a graph [12], [13]. The key contributions of this research manuscript are: i) gene functional prediction; ii) 

gene ontology (GO) reconstruction; and iii) genetic interaction (GI) prediction. Novelty of this research is: 

we propose to generate copy number of variants (CNV), copy number state (CNS) and quality score 

distribution of deletions and duplications in gene population [14]. Following are the key contributions of this 

research manuscript: i) we propose an efficient DL technique for learning embedded projections to combine 

gene interaction and expression in prediction comparison of deep embeddings to strong baselines and ii) we 

perform data processing operations and predict gene function, with ontology reconstruction and predict gene 

interaction. 

 

 

2. BACKGROUND 

Previously, general-purpose compression tools have been used to compress genomic data, and recently 

several advanced compression tools have been developed to serve this process [15], [16]. Genes and protein 

properties in a human organism are important molecular units [8], [17], [18]. Awareness of their roles is 

essential in understanding processes (genetic, functional, and clinical), as well as developing new medicines and 

therapies [17]. A gene or protein 's connection with its functions, defined by regulated terms of biomolecular 

terminologies or ontologies, is called functional gene annotation [17]. There are many useful annotations of 

DNA, represented by terminology and ontology [19]. Nevertheless, they may contain many misspelled details, 

since curators are reviewing only a part of the annotations [20]. However, despite the rapidly increasing speed 

of biomolecular information, they are incomplete by definition [17], [21]. In this scenario, computational 

methods which can accelerate the process of curing the annotation and reliably recommend new annotations are 

very relevant [15], [22]. The structural patterns of higher order are important for the structure and operation of 
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complex networks, and the development of decoding algorithms capable of decoding complex patterns is a main 

course for future research [20], [23]. Typical applications for the grouping of semi-supervised nodes include 

labeling of proteins according to their biological function and classification of documents, images, web pages or 

individuals into different categories/communities [19], [24]. The inductive node classification task, where the 

objective is to classify nodes not seen during training [25].  

The GI is a form of communication, where one gene 's effect is mutated by one or more other genes 

[26], [27]. These communications are essential in order to define functional relationships between genes and 

their respective proteins, and for revealing multifaceted biological and disease processes [28]. An significant 

form of GI synthetic illness or synthetic lethality includes two or more genes where no lack of any single 

gene affects the sustainability of the cells, however the blended loss of both genes results in an extreme 

illness or cell fatality [29], [18], [21]. Identifying GIs is a big challenge as it can help to describe the 

corridors, complex proteins and supervisory dependencies [15]. Although near-systematic high-content 

examination for GIs is feasible in single cell organisms such as yeast, the systematic discovery of GIs in 

mammalian cells is exceptionally tricky [20], [21]. “Therefore, computational methods are greatly required in 

order to accurately predict GIs in these species, including synthetic lethal interactions. Here, we examine 

state-of-the-art techniques, tactics, and systematic methods for studying and predicting GIs, both under 

general conditions (healthy/standard laboratory) and in particular circumstances, such as diseases” [13], [30]. 

Figure 2 depicts the functional and deep learning models for processing of genomic/DNA data. In 

computational biology, for example in the functional modelling of DNA and protein sequences in the  

Figure 2(a), describes predicting which regions of biological sequences are functional and what that function 

could be using the sequential modelling strategies where sequential data pops up absolutely everywhere. 

Figure 2(b) illustrates the block diagram representation of the deep learning model for genomic data 

processing and the network interface. Gene network embedding (GNE) system for predicting gene 

interaction. On the left, the one-hot encrypted depiction of the gene is mapped to the opaque vector 𝑣(𝑠)𝑖 of 

dimension [d, 1] which captures topological properties and transforms the gene expression vector into 𝑣(𝑎)𝑖 
of dimension d=1 which accumulates the information of the attributes. First, combining the power of 

modeling of all network structure and attributes with 2 embedded vectors (creates a vector embedded in 2d 

dimension). Then, nonlinear aggregated vector transformation enables GNE to capture and assign 

information to thorny statistical liaisons between network structures and learn better descriptions. Ultimately, 

this examined depiction of dimensions [d, 1] is converted into a probability longitude vector [M, 1] in the 

output layer containing the foretelling gene vi likelihood of all genes in the model. Restricted probability on 

output layer p[vj|vi] implies the possibility that gene vj is related to gene vi. 

 

 

 
(a) (b) 

 

Figure 2. Functional and deep learning models for processing of genomic/DNA data for (a) functional 

modelling of DNA and protein sequences and (b) block diagram illustration of deep learning model for 

genomic data processing and network inference 

 

 

3. DATASETS AND VALIDATION PROCEDURE 

In order to learn a lower dimensional depiction, GNE combines gene interaction network and gene 

expression data. Now, first we go with recommending a data pipeline using various semantic and machine 
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learning (ML) methods to predict novel ontology dependent annotations of activated genes; then we 

implement a new semantic priority instruction to compartmentalize expected annotations by their probability 

of being accurate. Our experiments and validations proved the efficacy and importance of the expected 

annotations in our pipeline, by choosing as most likely several forecasted annotations that were later 

validated. The nodes are genes, so the same-colored genes have identical vocal profiles. GNE groups genes 

with identical network topology that are related in the graph or have a common neighborhood and allocate 

similarities (common profiles of articulation) in the implanted space which is illustrated using Figure 3. 

 

 

 
 

Figure 3. Gene network embedding  

 

 

Algorithm 1. Inference algorithm for gene interaction network (GIN) reconstruction 
Start; 

Gene expression data; 

Obtain range (µ) and step threshold coefficient (µmin- µmax) variation; 

if :µ=µmin 

Gene regulatory network reconstruction; 

Calculate parameters of network topology; 

else if: 

µ < µmax 

 Analyze the obtained results; 

 Setup the new range; 

else if: 

If µ > µmax 

 Calculate complex topological criteria; 

 Determine the optimal value of coefficient threshold; 

 Formation of Optimal network topology; 

end of if 

Function to obtain symmetric adjacency matrix on an undirected graph; 

Function to reduce incoherent linked genes; 

Function to reduce the diffusion kernels; 

Stop; 

 

The weights of the validated neural network training are as depicted in Figure 2(b) with the position 

sequences of a three-layered neural network. The weights are obtained after training the neural network 

considering the parameters of pre-training model of Table 1 and the trained neural network is viewed. There 

are two types of applications for DNA-based data storage as depicted in Figure 4. In vivo DNA-based data 

storage is demonstrated in Figure 4(a) and Figure 4(b); in vitro DNA-based data storage is demonstrated in 

Figure 4(c) and Figure 4(d). In Figure 4(a) there is high-throughput DNA oligo analysis using an array. The 

digital information carried by DNA oligos is stored in the form of an oligo pool. In Figure 4(b) the 

information to be processed will be carried by DNA fragments synthesized by polymerase cycling assembly. 

The Figure 4(c) presents the plasmids implanted with digital information and then moved into bacterial cells. 

The Figure 4(d) using the clustered regularly interspaced short palindromic repeats (CRISPR) method and the 

Cas1-Cas2 integrate, DNA fragments containing digital information are incorporated into the bacterial 

genome. Finally Figure 4(e) the mechanism provides for the massive partitioning and barcoding of single 

DNA cells using>1,000,000 unique barcodes. 
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Table 1. Neural network pre-training model 
Parameter 

Total genes 5950 
Training interactions (positive) 395875 

Training interactions (negative) 395875 

Validation interactions (positive) 43987 
Validation interactions (negative) 43987 

Test interactions (positive) 48874 

Test interactions (negative) 48874 
Dimension of attributes 536 

Number of genes 5950 

 

 

 
 

Figure 4. In vivo DNA-based data storage (a) plasmid carrying, (b) fragment carrying, (c) oligo pool, (d) 

DNA fragment, and (e) massive partitioning and barcoding 

 

 

4. RESULTS AND DISCUSSION 

Ontology can be characterized as the representation of observed objects, and relations among those 

objects. GO is a fine tuned, biologically dependent structural terminology. It is de facto norm for prediction 

of gene functionality [19], [31]. This is widely used for gene-functional annotation and enrichment analysis 

which explains species-neutrally molecular structure, biological cycle, and gene product cellular components 

[32], [33]. The GO is used to explain gene function, analyze pathways, and model networks, to name but a 

few. The benefit of GO is that it enables exchange of knowledge between the different biological 

communities. The complete alignment score was summed up by bringing the geometric mean of three forms 

of GO ontology alignment ratings. 

Table 2 depicts the neural network training parameters, whereas Table 3 illustrates the neural 

network training runtime values. With * indicates the true positives obtained during neural network training 

runtime. The remaining parameters without * indicates the false positive values obtained at run time. The 

GIN reconstruction algorithm accepts gene expression data as input and calculates the threshold coefficient 

range µ. The minimum value ‘µmin’ and maximum value ‘µmax’ are taken from the data set. After getting 

these values the threshold coefficient variation is obtained by taking the difference between maximum and 

minimum values (µmin-µmax). Now in the first step, the range µ is compared with minimum and maximum 

values, if the range is equal to minimum value (µ=µmin), gene regulatory network reconstruction is done in 

accordance with the obtained parameters of the network topology. In another way, if the range is having 

value lesser than the maximum value (µ < µmax) the obtained results are analyzed, and accordingly, the new 

range is updated in the data set. 

In the later part of the algorithm, if the maximum value is lower than the range (µ>µmax), 

corresponding complex topological criteria is obtained, and optimal value of coefficient threshold is 

determined. On this basis the new network topology is generated. If the maximum value is larger than the 

range, the functions are executed to: i) obtain symmetric adjacency matrix on an undirected graph; ii) to 

reduce incoherent linked genes, and iii) to reduce the diffusion kernels. The output values of neural network 

are as follows: “Average precision score->GNE test AP score: 0.820479941, region of convergence->GNE 

test ROC score: 0.823534986 and alpha value obtained is 1”. 

The efficiency of the various tools was measured by the following similar metrics: ratio of 

compression, the copy number of variants (CNV) of the ratio of compression, copy number state (CNS) of 
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the ratio of compression, the overall compression quality score. We have evaluated different parameters with 

respect to compression of copy CNV and CNS data of the gene population. Here we propose CNV in the 

gene population with considering top 25 genes that overlap with the given CNV data set, and in later part we 

have to obtain CNV length distribution in each gene population by dropping to 1% of gene population. This 

is shown in Figure 5, the first graph gene count versus gene name of top 25 genes. CNV and quality score 

distribution of deletions and duplications are shown in Figure 6. First part of graph gives CNV counts of 

deletions and duplications in each gene population, other part depicts the quality score distributions of 

deletions and duplications. The duplications (dup) are indicated with blue colored bar/line and deletions (del) 

are indicated in red color. Gene population considered in this model are ExAC-FIN, ExAC-NFE, ExAC-

AMR, ExAC-SAS, ExAC-OTH, ExAC-AFR, ExAC-EAS. In Figure 7, deletions and duplications are shown 

in different graphs with respect to CNV length distribution in each gene population after excluding the top 

1% of population by considering the CNV length in kb versus the cumulative frequency. Figure 8 illustrates 

the performance of our cell compression model on Markov-k sources. Our cell compression model is able to 

compress Markov-50 sources, which is better than the performance and essentially it is able to capture 

dependence up to 50 timesteps. 

 

 

Table 2. Neural network training parameters 
Parameter 

id_embedding_size 128 
attr_embedding_size 128 

representation_size 128 

Alpha 1 
n_neg_samples 10 

Epoch 20 

batch_size 256 
learning_rate 0.01 

 

 

Table 3. Neural network training-runtime values 
Epoch No. Train-Batch Loss Validation ACC    

1 7.653298878 0.651800936 * 10 1.49628036 0.789569969 
2 5.138429771 0.691491825 * 11 1.470234536 0.7842272 

3 2.894665637 0.739070140 * 12 1.462963581 0.774074998 

4 1.74604629 0.752840842 * 13 1.452437314 0.76338438 
5 1.628749394 0.764563969 * 14 1.419685073 0.755043839 

6 1.520544519 0.776617788 * 15 1.440712698 0.744345577 

7 1.503320801 0.785356915 * 16 1.40917304 0.733754672 
8 1.468874492 0.789824807 * 17 1.402810218 0.718501478 

9 1.497068605 0.791630406 * 18 1.431196002 0.705114132 

 

 

 
 

Figure 5. Copy number of variants and quality score distribution of deletions and duplications 
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Figure 6. Copy number of variants distribution excluding top 1% of population 

 

 

 
 

Figure 7. Copy number of variants distribution excluding top 1% of population 

 

 

 
 

Figure 8. Performance of our cell compression model on markov-k sources 
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5. CONCLUSION 

In this paper we have proposed a deep learning model, which is able to carry a systematic analysis 

of associations between genes. Which provides techniques for the recognition of operative connections 

among genes and their individual products. We performed detailed insights into primary biological events 

which are crucial in understanding health and disease phenotypes. This research paves a way for reliable and 

efficient deep learning system for learning embedded projections to integrate gene interactions. Further an 

inference algorithm for gene interaction network is presented which illuminates decrease in number of 

incoherent genes and the diffusion kernel. Further this inference algorithm forms the core of this research 

paper. Only while sophisticated tech is operating on state-of-the-art hardware can a huge storage problem be 

overcome. Computational methods for different forms of data compression have been proposed. The length 

of each gene population is reduced by doing duplications and deletions. 
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