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 Spectrum sensing in cognitive radio (CR) is a critical process as it directly 

influences the accuracy of detection. Noise uncertainty affects the reliability 

of detecting vacant holes in the spectrum, thus limiting the access of that 
spectrum by secondary users (SUs). In such uncertain environment; SUs 

sense the received power of a primary user (PU) independently with 

different measures of signal-to-noise ratio (SNR). Long sensing time serves 

in mitigating the effect of noise uncertainty, but on the cost of throughput 
performance of CR system. In this paper, the scheme of an asynchronous 

and crossed sensing-reporting is presented. The scheme reduces energy 

consumption during sensing process without affecting the detection 

accuracy. Exploiting the included idle time (𝑇𝑖) in sensing time slot; each SU 
collects power samples with higher SNR directly performs the reporting 

process to a fusion center (FC) consecutively. The FC terminates the sensing 

and reporting processes at a specific sensing time that corresponds to the 

lowest SNR (𝑆𝑁𝑅𝑤𝑎𝑙𝑙). Furthermore, this integrated scheme aims at 

optimizing the total frame duration (𝑇𝑓). Mathematical expressions of the 

scheme are obtained. Analytical results show the efficiency of the scheme in 
terms of energy saving and throughput increment under noise uncertainty. 
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1. INTRODUCTION 

 Opportunistic cognitive radio aims at making the radio spectrum access more efficient, thus 

resolving the spectrum underutilization problem of traditional wireless communication systems. This is 

attained through allowing unlicensed secondary users (SUs) to exploit free licensed frequency bands under 

quality of service (QoS) constraints of licensed primary users (PUs). SUs monitor the primary signal through 

spectrum sensing to avoid interfering with the PUs [1]. Once a spectrum hole is sensed, the SUs are allowed 

to opportunistically access it. Therefore, sensing the licensed spectrum is envisioned as a critical initial stage 

towards the development of practical cognitive radio (CR) systems [2], [3]. 

CR is the core technology behind spectrum reuse in which the SUs automatically sense the spectrum 

and make efficient use of any available slots at any given time. In a wider sense, CR systems allow 

unlicensed users to sense, access and use licensed spectrums of licensed users by dynamically changing its 

parameters such as power and data rate. These parameter changes of CR systems depend on the ever 

changing operational environment as a result of temporal, spatial and spectral variations of licensed users’ 

activities. It is practically viable to assume that the SUs don’t have any prior information about the primary 
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signal [4], thus, the method of energy detection (ED) in spectrum sensing is wildly used and will be 

considered in this paper. In ED, a predefined detection threshold is determined to be within the average value 

of the noise power in communication environments [5]. The ED compares the received energy on a primary 

band with the threshold during the sensing time duration, then, builds a decision on the presence or absence 

of a hole [1], [6]. 

The statistical measurements of the received signal power is generally governed by environmental 

constrains such as the signal-to-noise ratio (SNR) and judged based on the predefined detection threshold. 

Spectrum sensing is performed to enhance the efficiency of accessing the spectrum by SUs without causing 

harmful interference to PUs [7]. SUs’ spectrum efficiency is achieved through transmitting data on the sensed 

free channels. Power efficiency is another major challenge that faces operators due to limited power 

resources. In opportunistic CR systems, there are three main processes consume energy, namely sensing the 

spectrum, reporting local decisions and transmitting data. If the frame structure of an opportunistic CR 

system is fixed, increasing the sensing and reporting time slots will be at the expense of spectrum usage 

efficiency. On the other hand, long SU transmission slots may violate QoS requirements since spectrum 

sensing is prohibited during this period, and a new PU may try to access its band while being used by SUs. 

To evaluate the spectrum sensing performance at the receiver of the ith SU, two performance metrics 

are used [1], [8]. First, the false alarm probability (𝑃𝑓,𝑖) which represents the likelihood of locally and 

individually deciding the absence of a hole whereas the hole is actually present. Second, the detection 

probability (𝑃𝑑,𝑖) which refers to the probability of locally and individually deciding the presence of a hole 

while the hole is actually present [9], [10]. The two complements of the aforementioned probabilities are the 

correct detection (𝑃𝑐,𝑖) and missed detection (𝑃𝑚,𝑖) probabilities. 𝑃𝑐,𝑖 denotes the probability of locally and 

individually decide the presence of a hole while the hole is actually present. Whereas 𝑃𝑚,𝑖 refers to the 

probability of locally and individually decide the presence of a hole whereas the hole is actually absent. To 

achieve acceptable PU detection accuracy and protection against interference under noise uncertainty 

environment, a minimum 𝑃𝑑,𝑖 should not be tolerated. On the other hand, a maximum 𝑃𝑓,𝑖 should not be 

tolerated so as to attain as much chances to use the spectrum as possible. These intolerable minimum 𝑃𝑑,𝑖 and 

maximum 𝑃𝑓,𝑖 must be set to be as high and as low as possible, respectively. 

Althunibat et al. [10] considered targeted performance metrics to reduce the consumed energy. In 

research [11]-[13], the authors made an assumption that considers the primary signal received by all SUs is 

with the same SNR. Liu et al. [14] aimed to reduce the energy consumption by considering an intrinsic 

tradeoff between spectrum and energy efficiencies in a CR network. Hamdi and Letaief [15] adopted a 

threshold constraint to minimize the transmission power and maximize the throughput. All these studies 

consider fixed sensing time slot for all SUs. In practical deployment, wireless communication environment 

suffers from noise uncertainty due to different internal and external factors [1]. Hence, various SUs receive 

the primary signal with different SNR values. To overcome noise uncertainty and satisfy the QoS conditions, 

cooperative spectrum sensing can be adopted. Besides, setting the detection threshold SUs’ receivers should 

carefully accommodate such uncertain wireless environments so as to mitigate potential wrong noise 

variance estimation [1]. 

In this paper, enhancing the power efficiency of a CR system under noise uncertainty is considered. 

The main idea is to exploit a part of sensing time slot for reporting local decisions, and increase the 

transmission time slot within the total frame duration, while maintaining the detection metrics within 

acceptable ranges. This is done by utilizing an idle time period during the sensing time slot for those SUs 

who built their local decisions earlier. Due to noise uncertainty, it is assumed that every SU receives the 

primary signal with a different SNR value within a specific uncertainty range [16]. During spectrum sensing, 

the SU node that receives a strong signal can terminate constructing the local decision earlier than the others. 

Then, it sequentially performs reporting local decision to the fusion center (FC) by using asynchronous 

sensing scheme. Furthermore, SUs who receive signal with very low SNR (below 𝑆𝑁𝑅𝑤𝑎𝑙𝑙) will not be 

allowed to perform the reporting process. This increases the detection performance under noise uncertainty 

and enhances the power efficiency. The required sensing time for the ith SU is defined as a function of 𝑆𝑁𝑅𝑖 

together with a targeted and predefined performance metrics; 𝑃𝑐,𝑖  and 𝑃𝑚,𝑖. Due to noise uncertainty, 

minimum acceptable detection probability and maximum permissible missed detection probability are 

targeted. Thus, power consumption during the sensing process is enhanced while shortening the global idle 

time, which in turn increases the transmission time and enhances the SUs’ throughput as well. Also, SUs with 

low SNR are prevented from reporting their local decisions according to the maximum sensing time allowed, 

which corresponds to the 𝑆𝑁𝑅𝑤𝑎𝑙𝑙. Numerical results are validated analytically. Energy and throughput 

efficiencies are examined and compared with classical schemes. 
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The rest of this paper is organized as follows: Section 2 describes the system model of the CR 

network. Section 3 presents detailed analyses of the proposed scheme. Analytical results are discussed in 

section 4. Section 5 concludes the paper. 

 

 

2. SYSTEM MODEL  

Consider a centralized and opportunistic CR network with 𝑀 unlicensed SU mobile terminals. All 

SUs are included in the coverage area of a FC as shown in Figure 1. The communication environment suffers 

from noise uncertainty. Therefore, variant SUs receive the primary signal with different SNR values. The ED 

technique for spectrum sensing is considered with no prior information is available about the primary signal. 

To protect the primary signal against interference, all SUs sense the spectrum during a specific time 

duration(𝑇𝑠). The detection threshold (𝜆) is determined in such a way that the SU can sense the occupancy of 

a PU under a specific zone of noise uncertainty even at low SNR [17], [18]. The uncertainty of noise is 

randomly distributed in a single interval as 𝜎𝑤,𝑖
2 ∈ [∆−1𝜎𝑤

2 , ∆𝜎𝑤
2 ], where 𝜎𝑤

2  is the noise power variance, ∆ is a 

parameter that determines the uncertainty zone, ∆ > 1, and 𝜆 should be selected to be out of uncertainty zone 

[9], [19]. 

Local decisions about the channel state can be made by each node using a binary hypothesis testing 

problem. 𝐻1 chosen in case the primary user is present and 𝐻𝑜 when the primary user is absent [20]. The 

sensing problem for each detector is formulated as [21], [22]. 

 

{
𝐻0: 𝑋𝑖[𝑛] = 𝑊𝑖[𝑛]              , 𝑖 ∈ [1. . 𝑀], 𝑛 ∈ [1. . 𝑁]

𝐻1: 𝑋𝑖[𝑛] = 𝑊𝑖[𝑛] + 𝑆[𝑛] , 𝑖 ∈ [1. . 𝑀], 𝑛 ∈ [1. . 𝑁]
} (1) 

 

Where 𝑋𝑖[𝑛] denote the nth received sample by the ith SU, and 𝑛 = 1,2, … , 𝑁, 𝑖 = 1,2, . . , 𝑀. 𝑊𝑖[𝑛] is the 

noise received by the ith SU and 𝑆[𝑛] is the primary user signal. The ith SU collects 𝑁 energy samples from 

the sensed spectrum at the sampling frequency 𝑓𝑠 and during the sensing time frame 𝑇𝑠, and 𝑁 =  𝑇𝑠𝑓𝑠. At the 

ED of the 𝑖𝑡ℎ SU receiver, the local decision statistic 𝑌𝑖 is estimated by 𝑌𝑖 =
1

𝑁
∑ |𝑋𝑖(𝑛)|2 [1]𝑁

𝑛=1 . Then, the 

local decision about the channel state is formulated as a binary decision𝐷𝑖(0,1) by comparing 𝑌𝑖 with a pre-

defined 𝜆 as [1]. 

 

𝐷𝑖 = {
1, 𝑖𝑓   𝑌𝑖 ≥ 𝜆 
0, 𝑖𝑓   𝑌𝑖 < 𝜆

 
(2) 

 

Hence, if 𝐷𝑖 = 0, then the ith SU decides a presence of a free channel. Otherwise, the spectrum is assumed to 

be used by a PU. Both the noise and the primary signal powers are assumed to be (i.i.d) Gaussian-distributed 

random variables, with zero mean (𝜇𝑜) and variance 𝜎𝑤,𝑖
2  and 𝜎𝑠

2, respectively. 𝜎𝑚,𝑖
2 = 𝜎𝑤,𝑖

2 + 𝜎𝑠
2 being the 

sum of the noise and signal power received at the 𝑖𝑡ℎ SU. The primary signal received by the ith SU with 

SNR, 𝛾𝑖 =
𝜎𝑠

2

𝜎𝑤,𝑖
2  [23]. The performance of the 𝑖𝑡ℎ ED is estimated by using performance metrics 𝑃𝑓,𝑖, 𝑃𝑑,𝑖, 𝑃𝑐,𝑖 

and 𝑃𝑚,𝑖  probabilities under the two hypotheses 𝐻0 and 𝐻1 as [10], [24]. 

 

 
𝑃𝑓,𝑖 = Pr{𝑌𝑖 ≥ 𝜆|𝐻0}

𝑃𝑑,𝑖 = Pr{𝑌𝑖 ≥ 𝜆|𝐻1}
 

𝑃𝑐,𝑖 = Pr{𝑌𝑖 < 𝜆|𝐻0}

𝑃𝑚,𝑖 = Pr{𝑌𝑖 < 𝜆|𝐻1}

 

(3) 

 

Performance metrics are calculated by integrating the PDF function of the chi-square distributions 

with 2𝑁 degrees of freedom for the collected power under 𝐻0 and 𝐻1, respectively [1]. Due to uncertainty of 

the proposed communication environment, a large number of samples is used [25]. Thus and through the 

central limit theorem, the chi-square distribution is approximated as a Gaussian distribution random variable 

[23]. Hence, the PDF of 𝑌𝑖 under 𝐻0 and 𝐻1 can be approximated as [26], [27]. 

 

{
 𝐻0: 𝑌𝑖~𝑁𝑜𝑟𝑚𝑎𝑙 (𝜎𝑤,𝑖

2 ,
2

𝑁
𝜎𝑤,𝑖

4 )

𝐻1: 𝑌𝑖~𝑁𝑜𝑟𝑚𝑎𝑙 (𝜎𝑚,𝑖
2 ,

2

𝑁
𝜎𝑚,𝑖

4 )

} 

(4) 

 

Hence, 𝑃𝑓,𝑖 and 𝑃𝑑,𝑖 are given by [10]. 
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𝑃𝑓,𝑖 = 𝑄 (
𝜆 − 𝜎𝑤,𝑖

2

𝜎𝑤,𝑖
2 √2/𝑁

) 
(5) 

  

𝑃𝑑,𝑖 = 𝑄 (
𝜆 − 𝜎𝑚,𝑖

2

𝜎𝑚,𝑖
2 √2/𝑁

) = 𝑄 (
𝜆 − 𝜎𝑤,𝑖

2 (1 + 𝛾𝑖)

𝜎𝑤,𝑖
2 (1 + 𝛾𝑖)√2/𝑁

) 
(6) 

 

The classical frame structure is depicted in Figure 2(a), according to this; all SUs start sensing the 

spectrum simultaneously and terminate sensing after 𝑇𝑠 seconds. Then, each SU starts reporting the local 

decision during its reporting time slot (𝑇𝑟) sequentially, and it waits for the other SUs to report their decisions 

to the FC during an idle time (𝑇𝑖). Hence, the total reporting time duration spent is 𝑀𝑇𝑟 seconds while the 

total idle time during one frame duration (𝑇𝑓) is (𝑀2 − 𝑀)𝑇𝑟 seconds. The remaining time slot is reserved for 

transmitting data in case the final decision concludes a presence of a free band or the PU signal is miss-

detected. The transmission time denoted as 𝑇𝑡 is then given by 𝑇𝑡 =  𝑇𝑓 − 𝑇𝑠 − 𝑀𝑇𝑟. Based on this frame 

structure, each SU may exercise four possible activities during the sensing, idle, reporting and transmission 

stages. In the sensing stage, the consumed power (𝑝𝑠) during 𝑇𝑠 is the received power. In the idle stage, the 

SU is assumed to be asleep during 𝑇𝑖, hence no power is consumed during this time slot. The SU consumes 

most of the energy during the reporting stage; this power is denoted as (𝑝𝑟). The remaining time of the frame 

duration is for data transmission in which the consumed power is (𝑝𝑡). Since the energy is defined as the 

product of consumed power by time, the total consumed energy during each frame duration by the 𝑀 SUs is 

given by [28], 

 

𝐸𝑡𝑜𝑡 = 𝑀(𝑝𝑠𝑇𝑠 + 𝑝𝑟𝑇𝑟 + 𝑃𝑢𝑝𝑡𝑇𝑡) (7) 

 

where 𝑃𝑢 represents the probability of having the final decision at the FC of unused, and given as 

 

𝑃𝑢 = 𝑃0𝑃𝐶 + 𝑃1𝑃𝑀 (8) 

 

where 𝑃0 is the probability of that the sensed spectrum is free, and 𝑃1 = 1 − 𝑃0. 𝑃𝐶 and 𝑃𝑀 represent the 

overall correct and missed alarm probabilities according to the implemented fusion rule at the FC.  

 

 

 
 

Figure 1. Centralized cognitive radio network characterized with noise uncertainty 

 

 

3. PROPOSED SCHEME  

Noise uncertainty is a phenomenon in which the noise variance fluctuates along the time and 

location dimensions due to different internal and external factors in the wireless communication 

environments. Hence, the sensing process in such environment is considered as the first critical process in CR 

systems. Because of this phenomenon, there exists a so called 𝑆𝑁𝑅𝑤𝑎𝑙𝑙 which is defined as the SNR value 

below which the targeted detection performance cannot be achieved regardless of the sensing time [18]. As 

such, the performance parameters of spectrum sensing should be chosen carefully to accommodate a targeted 

performance metrics and to reduce the influence of noise uncertainty. The main aim of the proposed scheme 

is three-fold:  
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− To develop an asynchronous sensing process in which a crossed sensing-reporting time slot, based on 

the SNR level for each SU, is proposed. The SUs utilize an idle time within the sensing time slot for 

reporting local decisions to the FC. Based on the 𝑆𝑁𝑅𝑤𝑎𝑙𝑙, the number of SUs who are allowed to 

perform the crossed sensing-reporting process is identified, and the sensing time for each SU is 

governed by 𝛾𝑖 of the corresponding node. 

− To limit the total frame duration as compared to classical schemes so as to keep the SUs aware of any 

sudden changes in the channel occupancy. 

− To reduce the consumed energy during the spectrum sensing process, and to increase the CR system 

efficiency by increasing the transmission time slot. 

 

3.1.  Asynchronous sensing 

In classical schemes, all SUs perform spectrum sensing synchronously and terminate this activity 

once a specific time duration 𝑇𝑠 is elapsed [29]. Then, they start reporting their local decisions to the FC 

sequentially. In the proposed scheme, the detection and false alarm probabilities are chosen such that  

�̅�𝑑,𝑖 = 𝑓(𝛾𝑖 , 𝜆, 𝑁𝑖) ≥ 𝑃𝑑,𝑖
𝑡ℎ, and �̅�𝑓,𝑖 = 𝑓(𝜆, 𝑁𝑖) ≤ 𝑃𝑓,𝑖

𝑡ℎ , where 𝑃𝑑,𝑖
𝑡ℎ and 𝑃𝑓,𝑖

𝑡ℎ represent a minimum acceptable 

local detection probability and a maximum tolerated local false alarm probability, respectively [30]. To 

ensure that the sensing process is reliable, all nodes should achieve the same performance. Hence, �̅�𝑑,1 =

�̅�𝑑,2 = ⋯ = �̅�𝑑 and �̅�𝑓,1 = �̅�𝑓,2 = ⋯ = �̅�𝑓. This leads to adopt different sensing times due to different 𝛾𝑖  for 

different SU [31].  

To keep the PU well protected against interference and accommodate such uncertain environment, 

the OR fusion rule is employed at the FC to facilitate cooperative spectrum sensing. In the OR rule, the final 

decision at the FC will be “1” if at least one SU decides ‘1’. Since the sensing time is inversely proportional 

with SNR, the FC terminates sensing process after a pre-defined time slot �̅�𝑠
𝑡ℎ; where �̅�𝑠

𝑡ℎ represents the 

maximum sensing time that satisfies the targeted performance metrics and corresponds the 𝑆𝑁𝑅𝑤𝑎𝑙𝑙. After 

the first sensing cycle, SUs which have not terminated their sensing processes are discarded from performing 

the reporting process. Therefore, 𝑚 out of 𝑀 SUs will still be performing the crossed sensing-reporting 

process. Hence, the overall correct probability for 𝑀 users, constrained by the local detection probability, �̅�𝑑, 

is given as (9): 

 

�̅�𝐶 = ∏ [𝑄 (−𝑄𝑑
−1(1 + 𝛾𝑖) −

𝛾𝑖

√2/𝑁𝑖

)]
𝑀

𝑖=1
 

(9) 

 

and for 𝑚 users it is given as (10), 

 

�̿�𝐶 = ∏ [𝑄 (−𝑄𝑑
−1(1 + 𝛾𝑖) −

𝛾𝑖

√2/𝑁𝑖

)]
𝑚

𝑖=1
 

(10) 

 

where 𝑄 represents the 𝑄 function and 𝑄𝑑
−1 represents the inverse 𝑄 function of �̅�𝑑, 𝑁𝑖 is the number of 

collected samples by the ith SU [30], [32]. During the sensing time frame, the SU that senses strong signals 

and satisfies the targeted correct probability consumes a shorter sensing time than that with a lower SNR 

[33], [34]. In this manner, each SU which has just terminated the sensing process can immediately start 

reporting the local decision to the FC and no need to enter into an idle period until other SUs terminate their 

sensing processes. By solving (9) and (10) separately, each SU consumes sensing time, �̅�𝑠,𝑖 and �̿�𝑠,𝑖 for 𝑀 and 

𝑚 users, respectively. Hence, �̅�𝑠,𝑖 and �̿�𝑠,𝑖 that accommodate performance metrics and as a function of 𝛾𝑖 can 

be expressed as (11), 

 

�̅�𝑠,𝑖 =
2

𝑓𝑠𝛾𝑖
2 [−𝑄−1 (�̅�𝐶

1
𝑀) − 𝑄𝑑

−1(1 + 𝛾𝑖 )]

2

 
(11) 

  

�̿�𝑠,𝑖 =
2

𝑓𝑠𝛾𝑖
2 [−𝑄−1 (�̅�𝐶

1
𝑚) − 𝑄𝑑

−1(1 + 𝛾𝑖)]

2

 
(12) 

 

Equation (11) and (12) show that the time needed for the sensing process is exponentially decreasing 

with 𝛾𝑖. For 𝑀 users, the total time during crossed sensing–reporting process (�̅�𝑠𝑟) equals to 𝑀�̅�𝑠,𝑖𝑚𝑎𝑥 + 𝑇𝑟, 

where �̅�𝑠,𝑖𝑚𝑎𝑥 = 𝑇𝑠. For 𝑚 users, �̿�𝑠𝑟 = 𝑚�̿�𝑠,𝑖𝑚𝑎𝑥 + 𝑇𝑟, where �̿�𝑠,𝑖𝑚𝑎𝑥 represents the longest sensing time 
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which corresponds to the sensing time consumed by the SU with SNR closed to 𝑆𝑁𝑅𝑤𝑎𝑙𝑙 , and �̿�𝑠,𝑖𝑚𝑎𝑥 ≤ �̅�𝑠
𝑡ℎ. 

Hence, the total idle time duration (�̅�𝑖) for 𝑀 SUs in one frame duration is (13), 

 

�̅�𝑖 = 𝑀�̅�𝑠,𝑖𝑚𝑎𝑥 − ∑ (�̅�𝑠,𝑖

𝑀−1

𝑖=1

+ 𝑇𝑟) 
(13) 

 

and the total idle time duration (�̿�𝑖) for 𝑚 SUs in one frame duration is (14), 

 

�̿�𝑖 = 𝑚�̿�𝑠,𝑖𝑚𝑎𝑥 − ∑ (�̿�𝑠,𝑖

𝑚−1

𝑖=1

+ 𝑇𝑟) 
(14) 

 

The frame duration of the proposed crossed sensing-reporting process is depicted in Figure 2(b) and (c). 

 

3.2.  Frame duration 

Typically, the total frame duration 𝑇𝑓 is divided into three main time slots; sensing, reporting and 

transmission time slots. In classical schemes, sensing time slot is usually predefined with a fixed duration 

[10]. After the sensing process terminated, SUs start reporting local decisions to the FC sequentially. Hence, 

the reporting time slot increases as the number of SUs increases [35], [36]. Then, the remaining time 𝑇𝑡 is 

allocated for data transmission, hence, 𝑇𝑓 = 𝑇𝑠 + 𝑀𝑇𝑟 + 𝑇𝑡, and the total consumed time by all SUs during 

one frame duration is 𝑀𝑇𝑓. During the 𝑇𝑡 slot, SUs remain unaware of any sudden changes of channel 

occupancy [33]. Hence, the contradiction in 𝑇𝑡 setting should be taken into account. This is because 

allocating short 𝑇𝑡 leads to insufficient spectrum utilization from SUs’ side, where the normalized throughput 

equals to 
𝑇𝑡

𝑇𝑓
𝑃𝑜𝑃𝑐. On the other hand, allocating long 𝑇𝑡 will increase the possibility of collision between SUs 

and PU, which makes the PU less protectable against interference. In the previous subsection, a crossed 

sensing-reporting time slot is proposed in which a portion of the idle time during sensing process is utilized 

for reporting. This results in increasing the transmission time within the total frame duration. Hence, 

optimizing the frame duration will enable us to overcome the aforementioned critical contradiction in 𝑇𝑡 

setting. Also, adopting high correct probability will contribute in reducing the collision probability and 

increasing the CR throughput. The total frame duration can be optimized to satisfy the condition  

�̅�𝐶 = 𝑓(𝜆, �̅�𝑠,𝑖) > �̅�𝐶
𝑡ℎ which is constrained by �̅�𝑚 = 𝑓(𝛾𝑖 , 𝜆, �̅�𝑠,𝑖) < �̅�𝑚

𝑡ℎ, where �̅�𝐶
𝑡ℎ is the minimum correct 

probability at which the throughput is the same as in classical schemes, and �̅�𝑚
𝑡ℎ is the maximum missed 

detection probability at which the SUs interfere with PU. Then, the optimal frame duration is given as, 

 

𝑚𝑖𝑛(�̅�𝑓) ≥ 𝑇𝑓
𝑡ℎ; such that:

�̅�

𝐶
≥ 𝛽,

�̅�𝐶

�̅�𝐶
𝑡ℎ ≥ 𝛼, 𝛽, 𝛼 > 1;  

 

and: 

 

𝐶̅ =
1

�̅�𝑓

(�̅�𝑓 − �̅�𝑠,𝑖𝑚𝑎𝑥 − 𝑇𝑟)�̅�𝐶𝑃𝑜 

𝐶 =
1

𝑇𝑓
(𝑇𝑓 − 𝑇𝑠 − 𝑀𝑇𝑟)�̅�𝐶

𝑡ℎ𝑃𝑜  

 

Then, divide 𝐶̅ by 𝐶, and after mathematical manipulations we obtain: 

 

𝑇𝑓
𝑡ℎ =

𝛼𝑇𝑓(�̅�𝑠,𝑖𝑚𝑎𝑥 + 𝑇𝑟)

(𝛼 − 𝛽)𝑇𝑓 + 𝛽(𝑇𝑠 − 𝑀𝑇𝑟)
 

(15) 

 

If 𝛼 ≈ 𝛽, then 

 

𝑇𝑓
𝑡ℎ ≈

𝑇𝑓(�̅�𝑠,𝑖𝑚𝑎𝑥 + 𝑇𝑟)

(𝑇𝑠 − 𝑀𝑇𝑟)
 

(16) 

 

Hence, 
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𝑚𝑖𝑛(�̅�𝑓) ≥
𝑇𝑓(�̅�𝑠,𝑖𝑚𝑎𝑥 + 𝑇𝑟)

(𝑇𝑠 − 𝑀𝑇𝑟)
, 𝑀 ≪

𝑇𝑠

𝑇𝑟
 

(17) 

 

and the same for 𝑚 users: 

 

𝑚𝑖𝑛(�̿�𝑓) ≥
𝑇𝑓(�̿�𝑠,𝑖𝑚𝑎𝑥 + 𝑇𝑟)

(𝑇𝑠 − 𝑚𝑇𝑟)
, 𝑚 ≪

𝑇𝑠

𝑇𝑟
 

(18) 

 

Then, �̅�𝑡 can be defined as: �̅�𝑡  = �̅�𝑓 − �̅�𝑠,𝑖𝑚𝑎𝑥 − 𝑇𝑟, and 𝐶̅ =  
�̅�𝑡 

�̅�𝑓
�̅�𝑢, where �̅�𝑢 is the probability of having the 

final decision of unused under the proposed scheme denoted as �̅�𝑢 = 𝑃𝑜�̅�𝐶. 

The proposed frame structure for 𝑀 and 𝑚 users is depicted as in Figure 2(b), (c) it shows that: i) if 

𝑀 users perform crossed sensing-reporting process (the worst case), then �̅�𝑠,𝑖𝑚𝑎𝑥 = 𝑇𝑠 , the maximum 

proposed sensing time equals to the sensing time in classical scheme, ii) both sensing and reporting time slots 

are crossed, which results in a longer transmission time (�̅�𝑡) and in energy saving, and iii) the idle time slot is 

included in the crossed sensing-reporting time slot. 

 

 

 

Classical time 

frame 

Proposed, M 

users time 

frame 

Proposed, m 
users time 

frame 

 

Figure 2. A comparison between classical and proposed frame structure; (a) classical time frame,  

(b) proposed, M users time frame, (c) proposed, m users time frame 

 

 

Hence, the saving in time consumption during the idle time, which eventually contributes to the 

overall energy saving, can be found from (13), (14) as a comparison between the proposed scheme with 𝑀 

users versus the classical systems with 𝑚 users respectively as (19), 

 

∆̅𝑇𝑖𝑑𝑙𝑒 = �̅�𝑖 − 𝑇𝑖 =  {𝑀�̅�𝑠,𝑖𝑚𝑎𝑥 − ∑ (�̅�𝑠,𝑖

𝑀−1

𝑖=1

+ 𝑇𝑟)} − {(𝑀2 − 𝑀)𝑇𝑟} 

(19) 

 

and 

 

∆̿𝑇𝑖𝑑𝑙𝑒 = �̿�𝑖 − 𝑇𝑖 =  {𝑚�̿�𝑠,𝑖𝑚𝑎𝑥 − ∑ (�̿�𝑠,𝑖

𝑚−1

𝑖=1

+ 𝑇𝑟)} − {(𝑀2 − 𝑀)𝑇𝑟} 

(20) 

 

3.3.  Consumed energy 

Energy saving can be recognized by comparing the proposed and classical scheme. The total 

consumed energy during each frame in the proposed scheme with 𝑀 users is given by (21), 
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�̅�𝑡𝑜𝑡 = ∑(𝑝𝑠�̅�𝑠,𝑖

𝑀

𝑖=1

+ 𝑝𝑟𝑇𝑟 + 𝑝𝑡�̅�𝑡�̅�𝑢) 
(21) 

 

and for 𝑚 users, it is given by (22), 

 

�̿�𝑡𝑜𝑡 = ∑(𝑝𝑠�̿�𝑠,𝑖

𝑚

𝑖=1

+ 𝑝𝑟𝑇𝑟) + ∑ 𝑝𝑡�̿�𝑡�̅�𝑢

𝑀

𝑖=1

 
(22) 

 

where �̿�𝑡 = �̿�𝑓 − �̿�𝑠,𝑖𝑚𝑎𝑥 − 𝑇𝑟. Hence, the overall energy saving in the proposed scheme, as compared with 

classical schemes, is achieved in two stages; first, a portion of energy is saved by performing sensing with 

unique time slots based on the SNR values at the ASUs’ receivers. Second, a portion of energy is saved by 

preventing the SUs with SNR values below 𝑆𝑁𝑅𝑤𝑎𝑙𝑙 from performing sensing and reporting processes. Then, 

the normalized energy saving in the first stage is given as (23), 

 

�̅�𝐸𝑛𝑒𝑟𝑔𝑦 =
𝐸𝑡𝑜𝑡 − �̅�𝑡𝑜𝑡

𝐸𝑡𝑜𝑡
 

 

(23) 

 

and in the second stage it is given as (24) 
 

∆̿𝐸𝑛𝑒𝑟𝑔𝑦 =
𝐸𝑡𝑜𝑡 − �̿�𝑡𝑜𝑡

𝐸𝑡𝑜𝑡
 

(24) 

 

The energy efficiency of both stages in the proposed scheme can be defined as the ratio between the 

consumed energy during data transmission and the overall consumed energy during each frame duration as in 

(25), 
 

�̅�𝐸 =
∑ �̅�𝑢𝑝𝑡

𝑀
𝑖=1 �̅�𝑡

∑ (𝑝𝑠�̅�𝑠,𝑖
𝑀
𝑖=1 + 𝑝𝑟𝑇𝑟 + 𝑝𝑡�̅�𝑡�̅�𝑢)

 
(25) 

  

�̿�𝐸 =
∑ �̅�𝑢𝑝𝑡

𝑚
𝑖=1 �̿�𝑡

∑ (𝑝𝑠�̿�𝑠,𝑖
𝑚
𝑖=1 + 𝑝𝑟𝑇𝑟) + ∑ 𝑝𝑡�̿�𝑡�̅�𝑢

𝑀
𝑖=1

 
(26) 

 

Finally, the proposed algorithm of cross sensing-reporting time can be summarized by using the pseudo code 

as shown below. 

 

Proposed algorithm of cross sensing-reporting time 
𝐵𝐸𝐺𝐼𝑁 
𝑓𝑜𝑟 𝑖 = 1,2, … , 𝑚, … 𝑀 

𝑖𝑓 𝑆𝑁𝑅𝑖 > 𝑆𝑁𝑅𝑊𝐴𝐿𝐿 

𝑓𝑜𝑟 𝑡 ≤ 𝑇𝑠,𝑖 

𝑆𝑈𝑖  𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑠 𝑙𝑜𝑐𝑎𝑙 𝑠𝑒𝑛𝑠𝑖𝑛𝑔 

𝑓𝑜𝑟 𝑇𝑠,𝑖 < 𝑡 ≤ 𝑇𝑖 

𝑆𝑈𝑖  𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑠 𝑟𝑒𝑝𝑜𝑟𝑡𝑖𝑛𝑔 𝑡𝑜 𝐹𝐶 

𝑓𝑜𝑟 𝑇𝑖 < 𝑡 ≤ 𝑇𝑠,𝑚𝑎𝑥 

𝑆𝑈𝑖  𝑘𝑒𝑒𝑝𝑠 𝑖𝑑𝑙𝑒 

𝑖𝑓 (𝑖 = 𝑀) 

𝑓𝑖𝑛𝑑 �̅�𝑐𝑖  𝑓𝑟𝑜𝑚 𝑒𝑞. (9) 

𝑓𝑖𝑛𝑑 �̅�𝑠,𝑖 𝑓𝑟𝑜𝑚 𝑒𝑞. (11) 

𝑓𝑖𝑛𝑑 �̅�𝑖  𝑓𝑟𝑜𝑚 𝑒𝑞. (13) 

𝑒𝑙𝑠𝑒 

𝑓𝑖𝑛𝑑 �̿�𝑐𝑖  𝑓𝑟𝑜𝑚 𝑒𝑞. (10) 

𝑓𝑖𝑛𝑑 �̿�𝑠,𝑖 𝑓𝑟𝑜𝑚 𝑒𝑞. (12) 

𝑓𝑖𝑛𝑑 �̿�𝑖  𝑓𝑟𝑜𝑚 𝑒𝑞. (14) 

𝑒𝑛𝑑 𝑖𝑓 

𝑒𝑛𝑑 𝑓𝑜𝑟 

𝑒𝑛𝑑 𝑓𝑜𝑟 

𝑒𝑛𝑑 𝑓𝑜𝑟 

𝑒𝑙𝑠𝑒 

𝑒𝑛𝑑 𝑖𝑓 

𝑒𝑛𝑑 𝑓𝑜𝑟 

𝐸𝑁𝐷 
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4. NUMERICAL ANALYSIS AND PERFORMANCE EVALUATION 

Since the 𝑆𝑁𝑅𝑤𝑎𝑙𝑙  does not have an exact value, and the frame time duration is limited, we 

considered that the 𝑆𝑁𝑅𝑤𝑎𝑙𝑙  is the value of SNR that corresponds to a specific sensing time under the frame 

structure constraints. In this section, analytical results of the performance of the proposed scheme are 

presented and then compared with that of the classical scheme. Analytical parameters are shown in Table 1. 

(11), (12) show that the sensing time is exponentially decreasing with SNR.  

 

 

Table 1. Analytical parameters 
Parameter Value 

�̅�𝑓, �̅�𝑑 0.05, 0.8 

∆ 1.6 

𝑇𝑟 0.5 ms 

𝑝𝑟  10 mW 

𝑝𝑡 10 mW 

𝑝𝑠 1 mW 

𝑓𝑠 0.5 MHz 

𝑃𝑜 0.8 

 

 

Consider the 𝑆𝑁𝑅𝑤𝑎𝑙𝑙  is -22 dB [19], then SUs that receive signal less than -22 dB are not allowed 

to perform sensing and reporting processes. Then, in both scenarios, 14 out of 20 SUs are performing sensing 

and reporting stages. Obviously, performing sensing of a received power with low SNR will not satisfy the 

targeted performance metrics. Also, it increases the sensing time slot. Figure 3 shows a comparison between 

the proposed and classical sensing time versus SNR. In the classical scheme, all SUs perform sensing 

processes synchronously during a specific time slot. In the first stage of the proposed scheme, each SU 

spends a sensing time according to the SNR level at each node, while in the second stage, the nodes with 

SNR lower than 𝑆𝑁𝑅𝑤𝑎𝑙𝑙 are discarded from both sensing and reporting processes. This in turn increases the 

transmission time slot by decreasing the sensing time slot by about 62%. 

 

 

 
 

Figure 3. A comparison between proposed and classical sensing time versus SNR in dB, when m out of M 

SUs perform sensing and reporting processes 

 

 

A comparison between the achievable normalized throughput using different frame durations is 

depicted as shown in Figure 4. The enhanced achievable throughput is constrained by the frame duration. As 

�̅�𝑓 < 𝑇𝑓
𝑡ℎ, the throughput of the proposed scheme is lower than that in the classical scheme for all SNR 

values less than -19.5dB. When �̅�𝑓 = 𝑇𝑓
𝑡ℎ, the achievable throughput matches the classical one at about  

-22 dB. Then, the throughput of the proposed scheme overcomes that of the classical one dramatically as  

�̅�𝑓 > 𝑇𝑓
𝑡ℎ. 
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Figure 4. Normalized throughput versus SNR in dB using different frame durations 

 

 

As mentioned earlier, saving the consumed energy during sensing and reporting is attained by two 

saving stages; by implementing asynchronous crossed sensing-reporting of local decisions, and by discarding 

some SUs from performing these duties. Figure 5 compare the proposed and classical schemes in terms of 

accumulated consumed energy during the sensing process. As shown, the accumulated consumed energy in 

the classical scheme is monotonically increasing. When the first stage of the asynchronous crossed sensing-

reporting is implemented for 20 SUs, the consumed energy drops from 0.15 mJ to 0.1 mJ at -22 dB in the 

classical scheme, while it is drops from 0.44 mJ to 0.16 mJ at -17 dB. Nevertheless, discarding SUs with 

SNR less than the SNRwall from sensing and reporting results in lowering the number of SUs to 14. This 

leads to decrease the consumed energy to about 0.018 mJ at -22 dB and to 0.052 mJ at -17 dB. 
 

 

 
 

Figure 5. Cumulated sensing time during frame duration versus SNR in dB: A comparison between classical 

and the two-stages proposed scheme 

 

 

The energy efficiency of this study is defined as the ratio between consumed energy during data 

transmission to the total consumed energy in the total frame duration. Figure 6 shows that the two-stages 

proposed scheme achieves high system efficiency at both low and high SNR. In the first stage of the 

proposed scheme, the system efficiency outperforms the classical one by 4.8%, and by 5.2% in the second 

stage at -17 dB. It also achieves 100% energy efficiency for all SUs with SNR values less than 𝑆𝑁𝑅𝑤𝑎𝑙𝑙. 
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Figure 6. System energy efficiency: A comparison between classical and the two-stages proposed scheme 

versus SNR in dB 

 

 

The frame duration is divided into sensing, reporting, idle and transmission time slots. Energy is 

consumed in sensing, reporting and transmission time slots. Figures 7 and 8 provide a comparison between 

the proposed and classical schemes in terms of time slots and consumed energy divisions during one frame 

duration. The percentage of time slots division for the proposed and classical schemes is depicted in Figure 7. 

Under the same performance metrics in both schemes, the sensing time slot in the proposed scheme is 

dramatically reduced. This is achieved by exploiting the idle time during sensing process and the remaining 

time is exploited for data transmission. In the proposed scheme, excluding some of SUs from performing 

sensing and reporting will lead to reducing the sensing and idle time slots and gain a longer transmission time 

slot. As a numerical comparison with the classical scheme and during one frame duration, the sensing slot 

decreased from 27% of the frame duration to 10% and 6% for M and m users, respectively. The transmission 

slot increased from 60% of the total frame duration to 72% and 89% for M and m users, respectively.  

 

 

 
 

Figure 7. Normalized consumed time slot: A comparison between proposed and classical schemes 
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Figure 8. Time frame structure and time slot divisions and saving in the proposed scheme as a comparison 

with the classical scheme 

 

 

Figure 8 depicts the saving in time slots in the proposed second stage as compared with the first 

proposed stage and the classical scheme. In this stage, the number of SUs performing sensing and reporting is 

reduced from 20 to 14 users. The rest discarded SUs are characterized with the lowest SNR, and those SUs 

are responsible for adopting a persistent sensing time slot by the FC in order to accommodate the predefined 

performance metrics. Also, this stage outperforms both of the first stage and the classical scheme by saving 

30% of the reporting time slot, which reflected on reducing the total frame duration by 30%. The decrement 

in total frame duration comes from saving in sensing time by 59%, 85% and 82%, 74% in the idle time as 

compared with first stage and classical scheme, respectively. As a result, 14% saving in transmission time is 

achieved as compared with the first stage, while the transmission time increased by 3% as compared with the 

classical scheme. 

 

 

5. CONCLUSION 

This paper proposed a scheme of an asynchronous and crossed sensing-reporting process in 

spectrum sensing. This scheme based on the following points: i) utilize the idle time slot in the reporting time 

slot, ii) allocate different sensing time for each SU based on the level of the SNR at each node, iii) discard 

some SUs from performing sensing and reporting processes based on the 𝑆𝑁𝑅𝑤𝑎𝑙𝑙, and iv) optimize the total 

frame duration. The great benefits of this scheme can be summarized in three points: i) it’s ability to attain 

saving in the consumed time and energy during sensing and reporting processes, ii) increase the efficiency of 

the CR system by increasing the transmission time slot within the frame duration, and iii) maintain the 

reliability of the uncertain communication environment within the acceptable performance metrics. A 

comparison between the proposed and classical schemes is numerically presented. The final results show that 

the proposed work is more efficient in terms of power consumption, throughput and reliability under noise 

uncertainty and low SNR environmental scenarios. 
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