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 Predictive maintenance (PdM) is a successful strategy used to reduce cost by 

minimizing the breakdown stoppages and production loss. The massive 

amount of data that results from the integration between the physical and 

digital systems of the production process makes it possible for deep learning 

(DL) algorithms to be applied and utilized for fault prediction and diagnosis. 

This paper presents a hybrid convolutional neural network based and long 

short-term memory network (CNN-LSTM) approach to a predictive 

maintenance problem. The proposed CNN-LSTM approach enhances the 

predictive accuracy and also reduces the complexity of the model. To 

evaluate the proposed model, two comparisons with regular LSTM and 

gradient boosting decision tree (GBDT) methods using a freely available 

dataset have been made. The PdM model based on CNN-LSTM method 

demonstrates better prediction accuracy compared to the regular LSTM, 

where the average F-Score increases form 93.34% in the case of regular 

LSTM to 97.48% for the proposed CNN-LSTM. Compared to the related 

works the proposed hybrid CNN-LSTM PdM approach achieved better 

results in term of accuracy. 
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1. INTRODUCTION 

Maintenance is an essential part of modern manufacturing systems [1]. The complexity of 

manufacturing machines that are consisted of multiple interdependent components is required an advanced 

maintenance model [2]. The massive amount of data that results of the integration between the physical and 

digital systems of the production process makes it possible for deep learning (DL) algorithms to be applied 

for fault prediction and diagnosis. Machines are now equipped with sensors that continuously collect 

information about their status. Predictive maintenance (PdM) is one type of maintenance strategy that is 

applied to production equipment based on an estimate of the status of that piece of equipment [3]. The 

estimation aims to avoid breakdowns and maximizing the service life of the equipment [4]. By connecting 

the devices with the sensors via the internet of things (IoT), the data of the devices can be used to identify 

patterns that lead to discovering failures before it happens [5]. Hu et al. [6] applied wireless sensor networks 

and IoT for online monitoring the industrial equipment and utilizes it for PdM. 

Deep learning (DL) is a subclass of artificial intelligence such as machine learning (ML) and a 

branch of artificial neural networks (ANN) that significantly affects human’s life. DL in associated with 

advanced technologies (i.e. IoT, big data, cloud computing, and 3D printing) are formulated Industrial 4.0 

[7]. It is considered a data-driven method. Research on the applications of DL has become an essential tool to 

the development of systems that monitor the current state of machines. 

https://creativecommons.org/licenses/by-sa/4.0/
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There is a reasonably of related works on the application of DL and ML based models to PdM. For 

example, Sarkar et al. [8] formulated deep autoencoder (DAE) to describe the damage in the form of cracks 

on a composite material. Chen et al. [9] proposed a recurrent neural network (RNN) approach to design 

effective mechanical state prediction model systems. Tian et al. [10] developed a condition-based 

maintenance (CBM) model based on an extended RNN (ERNN) to gearboxes using the vibration data that is 

collected from a gearbox experimental system. Huuhtanen and Jung [11] applied a convolutional neural 

network (CNN) for monitoring the process of photovoltaic panels. Abbasi et al. [12] introduced DL 

algorithm based on RNN using long short-term memory (LSTM) to design a predictive maintenance of air 

booster compressor motor. 

Hrnjica et al. [5] presented a PdM model using machine learning technique named gradient boosting 

decision tree GBD to predict the failing component in multicomponent mechanical systems. The model is 

built and evaluated using Microsoft PdM dataset and the results shows the model obtained and 94.56% of 

average accuracy. Rivas et al. [13] presented a deep learning model for estimating remaining useful life 

(RUL) for industrial equipment and using it for PdM. The model is based on recurrent neural networks RNN. 

The model is evaluate based on historical sensors data obtained from engines. The model is produced an 

accuracy results of 86% of F-score. Ruiz-Gonzalez et al. [14] proposed a machine learning approach based 

on support vector machine (SVM) to predict the failures in rotating machines based on vibration signals. The 

model is used for Agro-Industrial Machinery and evaluated using vibration signal the model is achieved an  

f-score accuracy of 85%. 

Hwang et al. [15] used machine learning model based on SVM to identifies the machines state 

whether it work normally or abnormally via classifying the sensor data collected form the machines using 

IoT. For testing scenarios, they used data collected according to the movement time of the crane. The model 

reached a result of 81% in term of accuracy. Rahhal et al. [16] presented a system for PdM based on IoT and 

deep learning to predict the failure time of equipment. The PdM model is built using LSTM and RNN deep neural 

networks and used to predict the RUL for light bulbs with a minimum error rate of 0.79%. Bampoula et al. [17] 

utilized LSTM autoencoders deep learning method to build a model for planning maintenance in Cyber-

Physical Production Systems. The autoencoder deplaning model is used to classify classifying real-world 

machine status based on the machine’s sensor data. The model is evaluated using data collected from steel 

industry production process. The model obtained an average accuracy of 94.2%. 

Deep learning methods such RNN have demonstrated its effectiveness in various time series 

classification applications. LSTM method have the advantage over regular RNN method when working with 

time series data having long-term dependencies due the LSTM memory mechanism [18]. CNN deep learning 

method is mainly used for image classification tasks. The main characteristic of CNN is the multiple stacked 

layer construction structure, which leads to effective representation of the input data features. Therefore, 

CNN method has the advantages of capturing and extracting the features form the data more effectively [19]. 

Deep learning methods can be combined together in hybrid form to utilize the strength of each 

method and these types of hybrid deep learning method are receiving increasing interest in different machine 

learning application, due to higher actuary can be achieved when combining different deep learning together 

[20]. The advantages of CNN for features extraction and the effectiveness of LSTM for time series data 

classification, motivate us to propose a hybrid convolutional neural network and long short-term memory 

network (CNN-LSTM) approach which is based on our knowledge have not been applied for predictive 

maintenance problem. The model utilizes a published dataset of historical sensor data and machine status in 

order to perform predictive maintenance of production equipment. The proposed hybrid CNN-LSTM PdM 

model is evaluated and compared with regular LSTM PdM model and the related works in term of prediction 

accuracy. The evaluation results show the effectiveness of the proposed hybrid CNN-LSTM model for PdM 

due to its higher perdition accuracy. 

The rest of the paper is arranged as follows: in section 2 the details of PdM is described. In section 3 

the proposed architecture for PdM is presented. A case study is performed in section 4 to evaluate the 

performance of the proposed PdM architecture. Finally, section 5 illustrates the conclusion of the paper. 

 

 

2. PREDICTIVE MAINTENANCE 

A maintenance policy is a policy that is used to maintain production machines in an acceptable 

operating condition. There are mainly three types of maintenance policies: corrective (breakdown) 

maintenance, preventive (scheduled) maintenance, and predictive (condition-based) maintenance. Corrective 

maintenance is performed only after the occurrence of failures, whereas preventive maintenance are carried 

out based on a planned schedule time. On other hand, unlike the preventive maintenance approach which can 

be considered as a time-based approach, predictive maintenance is a condition-based approach performed 

based on an estimate of the working status of the production machine [3]. Predictive maintenance (PdM) is 
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considered as one of the most powerful and widely-used maintenance policy. According to Hashemian [21] 

PdM is selected as maintenance policy in 89% of the industrial cases in comparison to 11% of cases for other 

time-based maintenance policies. 

It is evolved due to advanced technology such as advanced sensors, advances in computing, IoT, 

ANN, and data-driven modelling. Traditionally, eyes, ears, and noses were used as signs that the equipment 

begins to fail. However, advanced sensors are now available to identify equipment degradations and failures 

[21]. This leads to reducing the need for frequent maintenance such as periodic and preventive maintenance 

[12]. A predictive maintenance model for a multi-component production system should take into account the 

known state and the degradation threshold of each component [2]. 

 

 

3. PROPOSED DEEP LEARNING ARCHITECTURE 

Deep learning (DL), as a subclass of artificial intelligence, has emerged as a powerful tool for 

developing intelligent algorithms in many applications [22]. DL is a technique inspired by the human nervous 

system and the structure of the brain [23]. With the ability to handle high dimensional and multivariate data, 

DL becomes an attractive methodology by practitioners for PdM applications. With the number of layers and 

neurons increased, the ability to unsupervised learning of more complex problems is increased [24]. 

Examples of DL algorithms are deep neural networks (DNN), convolutional neural network (CNN), deep 

belief networks (DBN), and recurrent neural networks (RNN). However, the performance of DL algorithms 

depends on the appropriate choice of the DL technique for a given problem. Therefore, this section presents a 

model based on hybrid convolutional neural network and long short-term memory network (CNN-LSTM) 

approach to identify possible failures. The proposed CNN-LSTM approach improves the predictive accuracy 

from raw data and also reduces the complexity of the model [25], [26]. The CNN and LSTM networks have 

been studied separately. This paper aims to combine the advantages of the two approaches and applied to 

PdM problem. 

 

3.1.  Convolutional neural networks (CNN) 

NN is a popular deep neural network (DNN) that takes this name based on the mathematical linear 

operation between matrixes called convolution. CNN is multiple layers fully connected layers. The most 

beneficial aspect of CNN is reducing the number of parameters [27], [28]. It was first introduced by LeCun 

with the LeNet-5 architecture in the early 1980s [29]. This architecture consists of an input layer, several 

convolutional layers, pooling, and output layers. The output layer of the architecture can be bonded to fully 

connected layers or classifier layers such as the sigmoid layer. Since it may be multimedia data such as 

image, sound, video, it is preferred by researchers working in many signal processing fields because of its 

high performance. The general structure of CNN is shown in Figure 1. 

To reduce the margin of error, a strategy by using a backpropagation algorithm is implemented. This 

strategy adjusts the CNN architectures to update their learning weights with a margin of error throughout the 

training process [30]. The details of the CNN algorithm used in this work are described in Algorithm 1. 

 

Algorithm 1: CNN model 
Input: x input features vector 

F filter with size k x d 

Output: �́� output features vector 
1 For i=1 to N 

2 𝑤𝑖 = [𝑥𝑖 , 𝑥𝑖+1, … . 𝑥𝑖+𝑘−1] 
3 𝑐𝑖 = 𝑅𝑒𝐿𝑈(𝑤𝑖⨀𝐹) 
4 End 

5 �́� = 𝑀𝑎𝑥𝑝𝑜𝑜𝑙(𝑐) 

 

3.2.  Long short-term memory (LSTM) 

LSTM is a type of RNN network for sequence learning tasks. It does not have long-term time 

dependency problems where due to the sequential nature of sensor data, information can be reminded for 

long periods of time [31]. It can be defined as an iterative neural network algorithm that can learn long-term 

dependencies. Standard iterative algorithms such as neural network consisting of long-term information and 

is designed to avoid dependency problems remembering at this time. One of the main problems in RNN 

structure comes from vanishing gradients over time. Since the learning network created during the training 

becomes complex, and the backward weight values of the network are updated as a result of zero or close to 

zero values, an update cannot be performed and training may stop. This problem of backward coherence in 

RNN structure is presented as a solution by accompanying a memory cell RNN structure in LSTM structure. 

With this memory cell, information from the previous time can be taken and transferred to the next [32], [33]. 

These units in the LSTM network remember long or short time periods. The values kept to be reminded in 
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these units do not interact in any way or experience change and disappear. Figure 2 shows the structure of the 

LSTM unit. In the LSTM unit structure shown in the Figure 2: the input X(t) takes the current input value, 

h(t-1) takes the previous hidden state and c(t-1) takes the previous memory state values. The output h(t) 

generates the current latent state and c(t) the current memory state. Algorithm 2 describes the LSTM 

algorithm used in this work. 

 

 

 
 

Figure 1. CNN structure 

 

 

 
 

Figure 2. LSTM structure 

 

 

Algorithm 2: LSTM model 
Input: features vector �́� 
Output: h vector 

1 For j=1 to t 

2 𝑖𝑗 = 𝜎(𝑊𝑖.[ℎ𝑡−1 + 𝑏𝑖]) 

3 𝑓𝑗 = 𝜎(𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) 

4 𝑞𝑗 = 𝑡𝑎𝑛ℎ(𝑊𝑞[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑞) 

5 𝑜𝑗 = 𝜎(𝑊𝑜[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) 

6 𝑐𝑗 = 𝑓𝑗⨀𝑐𝑗−1 + 𝑖𝑗⨀𝑞𝑗 

7 ℎ𝑗𝑜𝑗 = tanh ⨀(𝑐𝑗) 
8 End 

 

 

4. CASE STUDY 

In this section, the explanation of applying the CNN-LSTM into published real-world industrial 

machines is presented. The description of the dataset, data preparation required for running machine learning 

algorithms, and model evaluation is given in the following subsections. 
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4.1.  Dataset 

The data that is used to build and evaluate the proposed hybrid deep learning model for predictive 

maintenance is obtained from Microsoft’s GitHub repository [5]. This time-series data was generated by 

recording several events of different 100 machines based on an hourly per day for one year period. These events 

comprise the historical data regarding telemetry, machines, errors, and failures, which are described as follows: 

− Telemetry: consist form data obtained by logging real-time machines sensors reading such as voltage, and 

rotation speed 

− Machines: describe the machine's basic information such as model and age 

− Errors: consist of machine error data that occurred before the machine failure 

− Failures: contains information of the machine components that were replaced due to a failure. 

 

4.2.  Data preparation 

Figure 3 shows the process of preparing the datasets that are used for building and testing the 

proposed Pdm model. The training and testing datasets are built as follows. The four time-series data files 

obtained from Microsoft’s GitHub repository telemetry, machines errors, and failure data. These time series 

are combined together based on DateTime and machine_id attributes. Another attribute is calculated and 

added to represent the number of machine errors before the failure occurrence. Data prepossessing techniques 

such as data cleaning and normalization are applied. The target attribute for the Pdm model decision is 

chosen to be the failed component. The target attribute contains five categories that are used to describe the 

machine state for the next hour (four of them used to describe the component failure and others used to 

describe the normal state). 

The obtained dataset consists of 876445 instances where each instance denotes the machine events, 

statutes, and failure state for one hour. The total number of dataset instances represents the operating period 

of one year for the machines. The dataset is split into two unique datasets. The first one is used to train the 

dataset which consists of 70% of the total 876445 instances. The second one is used to test the dataset which 

consists of the remaining 30% of the total instances. Table 1 shows the attributes and their descriptions for 

the generated training and dataset. 

 

 

 
 

Figure 3. Dataset preparation 

 

 

Table 1. Features of the generated dataset 
Feature Description 

1 Time stamp (Date Hour) 
2 Machine ID (1-100) 

3-7 Sensors values (voltage, rotation speed, pressure and vibration) 

8-9 Machine information (Model and age) 
10 Error ID (Error1, Error2, Error3, Error4, Error5) 

11 Number of errors before last failure (number) 
12 Failure ID (Normal, Comp1, Comp2, Comp3, Comp4) 

 

 

4.3.  PdM hybrid CNN-LSTM model construction 

The general structure of the proposed hybrid CNN-LSTM model for PdM is shown in Figure 4. This 

structure takes the advantages of CNN and LSTM by combining them together. CNN deep learning method 

is well-known for its robustness and effectiveness for extracting features from the data, while LSTM method 
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is effective and powerful for classifying time series. The structure of the hybrid CNN-LSTM model is 

described as follows: The model accepts 9 input features shown in Table 1 and output decision for the 

machine failure state for the next hour based on the machine state for the last 3 hours. The algorithm of the 

proposed Hybrid CNN-LSTM model for PdM is described in Algorithm 3. 

 

 

 
 

Figure 4. Proposed architecture of a hybrid CNN-LSTM for predicative maintenance 

 

 

Algorithm 3: Hybrid CNN-LSTM model 
Input X set x features 

Output: Y prediction 

1 Foreach x in X 

2 𝐶𝑥=CNN(𝑋𝑥) 

3 End 

4 Foreach x in C 

5 𝑂𝑥=LSTM(𝐶𝑥) 
6 End 

7 Foreach x in O 

8 𝑌𝑥=sigmoid(𝑂𝑥) 
9 End 

 

For CNN model the 2-dimensional convolution layer is used. This layer has a filter size of 64 and 

kernel size of 3 and uses rectified linear unit (ReLU) as an activation function. This layer is followed by a  

2-dimensional maxpooling layer with a pool size equal to 2, and then a dropout layer is added to overcome 

overfitting issues. The output from this layer is projected and feed to the LSTM model. On other hand, 

LSTM model is consisting of 100 hidden layer uses ReLU as activation function window size of 3 and 

categorical_crossentropy as loss function. The output of the LSTM model is feed into a fully connected layer 

with Softmax activation. This layer is responsible for providing the final classification decision for a given 

input to the model. The details of the proposed hybrid CNN-LSTM model for PdM are shown in Figure 5. 

For CNN model the 2-dimensional convolution layer is used. This layer has filter size of 64 and 

kernel size of 3 and used rectified linear unit (ReLU) as activation function. This layer is followed by  

2-dimensional maxpooling layer with pool size equal to 2, and then a dropout layer is added to overcome 

overfitting issues. The output from this layer is projected and feed to the LSTM model. On other hand, 

LSTM model is consisting from 100 hidden layer uses ReLU as activation function window size off 3 and 

categorical_crossentropy as loss function. The output of the LSTM model is feed into a full connected layer 

with Softmax activation. This layer is responsible of providing the final classification decision for a given 

input to the model. 
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Figure 5. The details of the proposed hybrid CNN-LSTM model 

 

 

4.4.  CNN-LSTM PdM model training and evaluating 

The proposed CNN-LSTM model for PdM is trained using the training dataset generated in the 

previous steps. The model is implemented in the TensorFlow platform [34] with GPU acceleration is active. 

The hyper-parameters for the model are used based on the values shown in Table 2. After the training of 

CNN-LSTM model is completed, the model is evaluated using the testing dataset prepared earlier. Since the 

training data is unbalanced, the performance of the model is evaluated based on the model accuracy metrics 

precision, recall, and F-score as given in (1), (2) and (3). These metrics are calculated based on the confusion 

matrix shown in Table 3 as follows: 

Precision measures the exactness of the model and can be calculated by (1): 

 

𝑃𝑟𝑒𝑠𝑠𝑖𝑜𝑛 =  𝑇𝑃/ (𝑇𝑃 + 𝐹𝑃) (1) 

 

Recall measures the completeness of the model and can be calculated as shown in (2): 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  𝑇𝑃/ (𝑇𝑃 + 𝐹𝑁) (2) 

 

F-score is the weighted average of Recall and Precision. It’s wildly used to measure the model accuracy in 

where imbalanced data used for training. F-score can be calculated as in (3): 

 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 =  (2 ∗ 𝑃𝑟𝑒𝑠𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)/ (𝑃𝑟𝑒𝑠𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)  (3) 

 

 

Table 2. Model hyperparameters 
Hyperparameter Value 

Learning rate 0.01 

Hidden layers 100 

Activation function ReLU/softmax 
Loss function categorical_crossentropy 

Dropout 0.2 
Epoch 10 

Batch size 128 

Optimizer SGD 
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Table 3. Model confusion matrix 
 Predicted as True Predicted as False 

Actual True TP FN 
Actual false FP TN 

 

 

The evaluation results of the CNN-LSTM PdM model based on the performance metrics are shown 

in Table 4 which are calculated using test dataset. Since the dataset used for training the model consist of 

multiple classes for prediction, the evaluation metrics were calculated for each class separately then the 

overall model performance is calculated by averaging all results for the classes. To investigate the 

effectiveness of the proposed deep learning method for PdM, the regular LSTM deep learning method is 

trained and evaluated using the same dataset used for the CNN-LSTM model. The evaluation results of 

LSTM PdM model are shown in Table 5. 

 

 

Table 4. Evaluation results of the PdM CNN-LSTM 

model 
Failure Type Precision Recall F-Score (%) 

Comp1 0.97 0.93 94.96 

Comp2 0.95 0.98 96.48 
Comp3 0.97 0.99 97.99 

Comp4 0.99 0.98 98.49 

Normal 1.00 0.99 99.47 
Average 0.976 0.974 97.48 

 

Table 5. Evaluation results of the PdM LSTM 

model 
Failure Type Precision Recall F-Score (%) 

Comp1 0.92 0.93 92.5 

Comp2 0.91 0.94 92.48 
Comp3 0.94 0.91 92.48 

Comp4 0.93 0.92 96.00 

Normal 0.98 0.96 96.99 
Average 0.936 0.932 93.34 

 

 

 

Based on the evaluation results of the PdM CNN-LSTM model, it can be observed that the model is 

able to predict the machine state in terms of specifying which component is going to be failed or whether the 

machine will work without any failure for the next hour with high accuracy of 97.48%. Comparing the results 

of the hybrid CNN-LSTM model to LSTM model for PdM, it shown that using the hybrid model increases 

the average prediction accuracy by 4.44%. The results of the LSTM and hybrid CNN-LSTM are compared to 

the results of related works in term of accuarcy. The results of each model are shown in Table 6. The results 

shows that the proposed hybrid CNN-LSTM achieved higher prediction accuracy compared to the other 

realed PdM works. 

 

 

Table 6. Compaction between the CNN-LSTM, LSTM and related works for PdM 
Method Average F-Score (%) 

Gradient boosting decision tree (GBDT) [5] 94.59 

Recurrent neural networks (RNN) [13] 86.00 
Support vector machine (SVM) [14] 85.00 

Support vector machine (SVM) [15] 81.00 

LSTM autoencoders [17] 94.20 
LSTM 93.34 

The proposed hybrid CNN-LSTM 97.48 

 

 

5. CONCLUSION 

The use of sensor technology to gather information regarding production equipment’s status has 

allowed data-driven solutions such as DL algorithms to be applied in the field of PdM. In this study, a hybrid 

CNN-LSTM DL algorithm is presented to develop a PdM model of multiple interdependent components 

production systems. The proposed combines the robustness of a CNN network and the time series forecasting 

and the classification of the LSTM. To evaluate CNN-LSTM DL model, a published real-world industrial 

machine data is used. The results show that the proposed model achieves an average of 97.6% Precision, 

97.4% Recall, and 97.48% F-Score on the testing dataset. The hybrid CNN-LSTM model shows 

improvement in prediction accuracy of 4.44% compared to the regular LSTM model. The hybrid model 

accuracy results also outperformed the result of the realed PdM works.  
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