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 In recent years, with the deterioration of the earth’s ecological environment, 

the survival of birds has been more threatened. To protect birds and the 

diversity of species on earth, it is urgent to build an automatic bird image 
recognition system. Therefore, this paper assesses the performance of 

traditional machine learning and deep learning models on image recognition. 

Also, the help-ability of transfer learning in the field of image recognition is 

tested to evaluate the best model for bird recognition systems. Three groups 
of classifiers for bird recognition were constructed, namely, classifiers based 

on the traditional machine learning algorithms, convolutional neural 

networks, and transfer learning-based convolutional neural networks. After 

experiments, these three classifiers showed significant differences in the 
classification effect on the Kaggle-180-birds dataset. The experimental 

results finally prove that deep learning is more effective than traditional 

machine learning algorithms in image recognition as the number of bird 

species increases. Besides, the obtained results show that when the sample 
data is small, transfer learning can help the deep neural network classifier to 

improve classification accuracy. 
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1. INTRODUCTION  

Artificial intelligence (AI) has gradually come into the public's vision with the explosion of data. 

There is no doubt that artificial intelligence will replace some people in the future but it also creates some 

jobs. Although it will temporarily bring unemployment risk, in the long run, it can achieve industrial 

upgrading and social productivity progress. Artificial intelligence was first proposed in the 1950s. After 

experiencing the first high tide, it was limited by the hardware computing power at that time and fell into a 

low ebb in the 1970s. In [1], Hinton and Salakhutdinov came up with deep learning (DL) neural network, 

which made a breakthrough in artificial intelligence technology. Algorithms based on DL sprang up like 

weeds. From the end of 2016 to the beginning of 2017, Google’s intelligent computer program Alpha Go 

defeated the world champions Li Sedol and Ke Jie successively, which triggered a wide discussion on 

artificial intelligence in the public domain and became another major milestone in the development of AI.  

The ultimate goal of AI is to endow machines with the capacity to think and deal with problems as 

humans do. Image identification is basic and core area in the domain of computer vision. Its goal is to 

identify and understand the contents in the picture and categorize or classify its embedded objects [2]–[6]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Considering the image content, image recognition can be separated into two classes: general image 

recognition and fine-grained visual categorization. The objective of general image recognition is to 

distinguish objects [7]–[12], such as people, cars, and aeroplanes, which belong to coarse-grained image 

recognition tasks. Fine-grained image recognition is dedicated to the classification of subcategories under the 

broad category. For example, dogs of different breeds, such as Shiba Inu, Akita, and Golden Retriever, are 

classified and recognized. Common fine-grained image recognition tasks include bird, flower, insect, food, 

aeroplane, and automobile. Because subclasses often differ only in subtle ways, fine-grained image 

recognition is harder than general image recognition and has a wider scope of research requirements and 

usage scenarios in both academia and industry. Among all the fine-grained image recognition tasks, bird 

classification is one of the most typical and intricate recognition tasks on account of its large outside-class 

difference and small inside-class difference, and its recognition difficulty brings higher academic value to the 

subject research. Specifically, the difficulties of bird image recognition are: i) the diversity of attitude, 

illumination and shooting perspective as shown in Figure 1 makes the bird images have a large intra-class 

difference, and the biological dependence between different bird subclasses makes the bird images have a 

small inter-class difference; ii) the changeable posture and complex background also lead to the complex 

structure of the bird image, and it is always troublesome to express the complex information with simple 

image features; and iii) the collection and annotation of bird images are difficult and require a lot of expert 

knowledge, so the database norm is usually small. For deep learning, where the model is mostly complex, 

small data volume will bring the risk of overfitting, which is often a difficult problem faced by most fine-

grained image identification. 

 

 

 
 

Figure 1. Intra-class and inter-class variance of birds 

 

 

As one of the most typical and complex fine-grained recognition tasks, bird recognition has high 

academic significance as well as strong practical significance. In the process of ecological environmental 

protection, efficient recognition of different species is an important precondition for ecological research. If 

the low-cost fine-grained image recognition can be realized with the help of a computer vision technique, it 

will be of great meaning to research and business. In the last few years, with the continuous deterioration of 

the earth’s ecological environment, the survival of birds has been more threatened than ever before. The 

construction of an automatic bird identification system can not only strengthen the management and research 

of birds in ecological protection areas but also realize the monitoring and tracking of birds, especially 

endangered birds. In today’s deteriorating ecological environment, image recognition of birds is more 

meaningful for protecting species diversity and maintaining ecological balance.  

To protect birds and the diversity of species on earth, it is urgent to build an automatic bird image 

recognition system. In this research work, the classification of bird dataset by different machine learning 

algorithms is studied. Also, an analysis of the reasons for the different accuracy of these methods is 

elaborated. The dataset was retrieved from the Kaggle-230-birds-dataset (180 American Bittern) [13]. From 

the repository, 3, 6, 10, and 20 species of birds were selected and classified on these classifiers respectively, 

and the accuracy of these algorithms in the test set was calculated. In this research work, the classification 

algorithms are separated into 3 groups. The first one is the traditional machine learning algorithms, which 

includes: The support vector machine (SVM), linear discriminant analysis (LDA), adaptive boosting 

(AdaBoost), the k-means, multilayer perceptron (MLP), the random forest (RF), quadratic discriminant 

analysis (QDA), gaussian naive Bayes theorem, bagging classifier, the decision tree (DT), k-neighbors, and 

gradient boosting. The second group is the convolutional neural network (CNN) algorithms, which includes: 

ResNet-50 [14] (unpretrained), GoogLeNet [15] (unpretrained), DensNet-121 [16] (unpretrained), and 

AlexNet [17] (unpretrained). The third group is the convolution neural network algorithms based on transfer 

learning, which includes: Resnet-50 (pretrained), GoogLeNet [15] (pretrained), Densnet-121 (pretrained), 

and AlexNet (pretrained). 

The rest of the paper is organized: section 2 is the literature review, primarily introduces the current 

research situation as well as relative research works. Section 3 is the basic knowledge of related technologies, 
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mainly introduces the related technologies involved in the research work, including the basic concepts and 

basic theories of depth learning, as well as the overview of support vector machines and integrated learning. 

Sections 4 and 5 elaborate on the bird image classification algorithm in deep learning proposed in this 

research. Finally, section 6 provides the summary, analyzes the work described in this thesis, and points out 

its deficiencies and future improvement directions. 

 

 

2. RELATED WORK 

In recent years, fine-grained image identification, especially bird recognition, is a very hot topic in 

computer vision [18]. Due to the difference between a subclass object mainly reflected on the local details, so 

how to effectively identify the target, and to discover some small area is the key in a fine-grained image 

recognition algorithm. At present, fine-grained image recognition research is separated into two types, the 

classification model based on weak supervision and strong learning supervision depending on the amount of 

supervision information 

 

2.1.  Fine-grained image classification model based on strong-supervised learning 

Most early bird image recognition techniques were based on multi-level classification models of 

artificial features. In the technical report for the standard bird image database CUB200-2011 [18], Wah et al. 

[18] implemented the classification using local areas and a word package model based on traditional 

characteristics, but this method only gave 10.3% of the benchmark test results on the validation set of 

CUB200-2011 database. After that, Berg and Belhumeur [19] proposed the part-based one-vs.-one feature 

(POOF) feature, which is a feature coding algorithm based on local areas. It can automatically find image 

information that plays a vital part in classification but requires high positioning accuracy of key points. When 

using the database to precisely annotate the information, the algorithm achieved a recognition accuracy of 

73.3% in CUB200-2011. But when using a location algorithm to determine key points, the algorithm 

accuracy was only 56.8%. Although the recognition accuracy is not high, this was the first work that 

proposes a two-step classification strategy of location-recognition, which becomes one of the datum methods 

in the field of bird recognition. 

In addition, Yao et al. [20] and Yang et al. [21] tried to replace the sliding window in the 

localization algorithm with the template matching method to reduce the algorithm complexity. The above 

studies showed that local area information is crucial for bird recognition, while stronger feature expression 

and feature encoding formula also have a great influence on classification accuracy. However, most studies at 

this stage depend largely on manual annotation information to obtain more precise local localization or adopt 

a simple localization algorithm based on artificial features, which has great limitations in practical 

application. 

In 2012, with the appearance of the AlexNet deep learning model [17], deep CNN gained huge 

success in the domain of general image classification. Donahue et al. [22] attempted to migrate CNN to  

fine-grained image recognition, proving the strong generalization ability of CNN features through 

experiments, and named the feature DeCAF. This method analyzed the CNN model trained on the ImageNet 

dataset [23], chose the outcome of the first full connection layer of AlexNet as the image features, and found 

the features abstracted by CNN possess stronger semantic information and higher differentiation than the 

artificial features. DeCAF builds a tube in CNN and fine-grained image recognition, which is of great 

significance. 

In 2014, Zhang et al. [24] introduced part-based region based convolutional neural networks  

(R-CNN) which used the CNN architecture to abstract features from local areas. It is the first work based on 

the multi-level classification model of CNN features. In the first-level model, the classical target detection 

algorithm, R-CNN [25] is used to detect the key parts of the bird image, and the key parts are set as the head 

and body. Then, geometric constraints are used to modify and fine-tune the detection frame. The second level 

model sends the detected local region images into AlexNet [17] to extract features. Finally, several features 

are combined, and the classification task is realized in the classification decision module. Compared to the 

previous methods, part-based R-CNN further reduce the degree of the dependency on artificial tagging 

algorithm, where it is only needed in the training phase. Without any labelling information during the test, the 

technique can get a recognition accuracy of 73.9% in the standard birds' image database CUB200-2011 [18]. 

The performance is far better than the classification results obtained by algorithms based on traditional 

characteristics. Moreover, the position-based algorithms were improved from the detection link of key parts 

to increase the detection efficiency and accuracy, and the CNN network architecture was replaced and 

upgraded in the feature extraction link as in the part-stacked CNN presented by Huang et al. [26]. In [27],  

R-CNN in the first-level model was replaced by fully convolutional network (FCN), which could slightly 

increase the identification accuracy when AlexNet is also used to extract features. Although the above part 
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detection methods do not need any additional annotation in the testing process, they still need a large amount 

of annotation information in the training. Therefore, these methods belong to the strong supervision multi-

level classification algorithm based on the location. 

 

2.2.  Fine-grained image classification model based on weak-supervised learning 

The object-part attention model for fine-grained image classification (OPADDL) was proposed by 

Peng et al. [28] that uses class activation map (CAM) [29] to achieve target location and uses target-place 

spatial constraint model and clustering algorithm to achieve the location. Since the training of category 

activation diagram only requires category information at the image level and does not need any site 

annotation, this method belongs to the weak supervised multi-level classification model based on location. 

Compared to a strong supervised classification algorithm, a weak-supervised algorithm can reduce the use of 

annotation and is more widely used in real situations. However, at the same time, the reduction of annotation 

information will lead to a decrease in positioning accuracy and thus the recognition performance will be 

limited. 

The fine-grained classification model of constellation proposed by Simon and Rodner [30] 

visualized the features abstracted by CNN. Also, it discovered that areas with mighty reactions are just 

relevant to some critical parts in the input image and extracted local area information based on these critical 

points. The feature output resolution and input Image were large, which made the area for precise positioning 

of the input image is difficult. Hence, a gradient map was used to generate a regional location. Specifically, 

the output is a characteristic of convolution W×H×P dimension tensor, where P is the channel number. Each 

channel can be represented as a W×H dimension matrix. A strong area of response in the characteristics of 

the gradient map represents a local region in the input image, and each response is the strongest in a gradient 

map location as the key part of the original images. The outcome of the convolution layer of P channels, 

respectively acts in response to the P key positions, by sorting out the most important first. Finally, the key 

point to extract feature to complete fine-grained recognition. 

It is observed from the literature that deep learning has been applied to bird recognition. Almost 

none of the related works has employed transfer learning in bird recognition. Hence, it seems to be worth 

trying to evaluate all these techniques on bird recognition and analyze the differences in their performances 

to recommend or guide the future enhancements for an optimal bird’s recognition system.  

 

2.3.  Transfer learning 

Transfer learning widely exists in-class activities. In case two different sharing the more factors, the 

easier it to transfer learning, otherwise, the more difficult, or even “negative transfer” happens [31]. For 

instance, learning to ride bicycles don’t adapt to learn tricycle, because of the two different models of the 

centre of gravity position. There are three main problems to be studied in transfer learning, which are “what 

to transfer”, ”how to transfer” as well as “when to transfer”. As the name implies, “what to transfer” refers to 

what knowledge can be transferred in a cross-domain or task. This knowledge can be separated into two 

parts, one is particular to a task or domain called specific knowledge; The other part is shared knowledge 

between the source field and the target field, called shared knowledge, and try to identify those parts of 

shared knowledge can improve the target locality energy. According to the research question “what to 

transfer”, transfer learning methods can be divided into following the four categories including instance-

based transfer learning, feature-based transfer learning, parameter-based transfer learning and relation-based 

transfer learning. 

 

2.3.1. Instance-based transfer learning method 

The main idea of the instance-based transfer learning approach is that if the source domain sample 

plays a very important role in the training of the target domain model, the weight of the source domain 

sample will be increased; otherwise, the weight of the source domain sample will be reduced. The ultimate 

goal is to maximize the help of the information obtained from the source field to the learning of the target 

field. An iterative learning method called TrAdaBoost was proposed in [31], which is very helpful for solving 

the problem of negative transfer learning. On the one hand, the weight of “bad” data was reduced, on the 

other hand, the weight of “good” data was increased, and generalization error’s upper bound in the model 

was deduced based on the theory of probability approximately correct (PAC). This transfer learning approach 

on the basics of Boosting is widely used, but it also has some disadvantages, including weight mismatch; the 

first half of the classifier is ignored; the sample imbalance and the decrease of the source domain weight are 

too fast. Other research proposed an instance-weight framework to settle the matter of transfer learning in 

natural language processing scenarios [32]. Although the weight method based on instances is not hard to 

obtain the generalization error’s upper bound and has good theoretical support [33], this kind of method is 

usually applicable to scenarios with small differences between source field distribution and target field 

distribution and does not apply to some complex computer vision tasks 
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2.3.2. Feature-based transfer learning 

The main idea of feature-based transfer learning is to obtain the new feature representation of 

samples in the new space through feature transformation technology learning, and reduce the distribution 

difference between the source field and the target field in the new subspace, even if the domain sharing 

features are enhanced while the exclusive features are weakened, and then directly use the source domain 

data samples for training. This method has a better transfer capability than the instance weight method. 

Feature-based methods can be divided into feature selection and feature extraction. Pan et al. [34] proposed 

maximum mean discrepancy embedding (MMDE) method, whose idea is to map the data features between 

domains to a new space and reduce the original feature differences between domains in the new feature 

space. Due to the high computational complexity of MMDE, transfer component analysis (TCA) [35] 

algorithm was proposed to reduce the computational burden. Raina et al. [36] proposed a sparse feature 

coding representation that mainly deals with the source domain data and obtains a feature dictionary. 

Characteristics of the dictionary is a matrix; the matrix of the base vector holds the essential feature of the 

data. Data between domain are expressed with base vector coding, as long as with the characteristics of the 

base vectors can greatly reduce differences between domain. In [37], a maximum interval straight push 

migration method of study, the method of thinking is derived from the regular risk minimization and 

maximum average differences. Under the framework of classification regularization, the authors tried to find 

the new feature representation between the source domain and the target domain in the feature mapping 

space, and then reduce the difference between the domains, and finally realize the knowledge transfer. 

 

2.3.3. Parametric transfer learning 

The idea of this method is to assume that there exists a gap between the source domain and the 

target domain or some prior distributions or model parameters are available to share. These prior distributions 

or model parameters are then transferred during training and testing. In [38], the authors used prior 

knowledge in the gauss process to establish connections between multiple tasks. Also, other researchers 

proposed to model the prior knowledge between tasks using the covariance matrix between the source 

domain and the target domain [39]. Finkel and Manning [40] proposed a hierarchical Bayesian prior 

knowledge transfer learning algorithm wherein [41] the authors proposed a transfer learning method based on 

the regularization framework. The transferred knowledge is the main parameter of the SVM. The idea is to 

divide SVM parameters into special parameters and general parameters. 

 

2.3.4. Transfer learning method based on the structural relationship 

The transfer learning method based on the structure relation is the most difficult learning scenario in 

the transfer learning method. Mainly because there is no similarity between the source domain sample and 

the target domain sample in the instance. On the other hand, it is difficult to map the features into the new 

subspace by feature transformation to reduce the differences between domains. The only useful knowledge 

that can be transferred between the source and target domains is the structural relationship between the data, 

such as the distance relationship between the data. The transfer learning method based on the structural 

relationship takes the structural relationship as the knowledge of the transfer and shares the structural 

relationship between the source domain and the target domain, finally improving the performance of the 

model. 

 

 

3. EXPERIMENTAL DESIGN OF THE EXISTING CLASSIFICATION TECHNIQUES 

3.1.  Dataset description 

Kaggle is a dataset website that provides various kinds of datasets. In this work, Kaggle-180-birds-

dataset [13] which includes a total of 20,000 images of 180 species of birds has been chosen for the 

evaluation of the existing classification techniques. All images are cropped coloured images with 224×224×3 

size where the body of the bird occupies more than 50% of the pixels of the image. These settings were 

applied to improve the accuracy of the CNN classifier. 

 

3.2.  The implementation of the experiments 

3.2.1. Data preprocessing 

The bird dataset used in this experiment has 180 folders, each folder contains at least one hundred 

pictures of birds. Before the experiment began, a Python script was used to move about 16.7% of the images 

in each folder in the data set to the test set folder, making the number of test samples and training samples 

approximately with a 1:5 ratio. It is worth mentioning that each folder will have the same bird in it, with the 

same tag. 
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3.2.2. Computing platform 

All experiments of all algorithms have been implemented on the same CPU+GPU heterogeneous 

platform for a fair comparison. The selected CPU was Intel Core i7-7700@3.6 GHz with 32.00 GB memory. 

Also, to boost the experiment's speed, an NVIDIA GeForce GTX 1080Ti was configured for that purpose.   

The specific parameters are shown in Table 1. 
 
 

Table 1. The specification of the computing platform 

CPU 
Type Intel Core i7-7700@3.6 GHz 

Memory 32.00 GB 

GPU 

Type NVIDIA GeForce GTX 1080Ti 
Core frequency 1582 MHz 

Memory frequency 11000 MHz 
Memory 11 GB 
Bit width 352 bit 

CUDA core 3584 
CUDA running version 9.0 
CUDA driver version 9.0 

 

 

3.2.3. Software environment 

Experiments were carried out in Windows 7 operating system. The used ResNet [14], AlexNet [17], 

GoogLeNet [15], DenseNet [16] techniques are based on Python+Pytorch packages. Besides, SVM, DT, RF, 

AdaBoost, k-means, LDA, QDA, k-neighbors, MLP, naive Bayes, bagging classifier, gradient boosting are 

based on Python+sklearn library. Similarly, image reading and conversion are done based on 

Python+NumPy+Pil. Image libraries. 
 

3.2.4. Dimension reduction process 

In the static image clustering system, each image is a data sample and each pixel on the image is a 

feature dimension. Since the colours of the adjacent pixels of the image are always very close in most cases, 

there must be a lot of redundant features in the system. For an image of 224×224×3 pixels, its dimension will 

be 224×224×3=150528. Having so many dimensions during classifier construction can make the program run 

very slowly and consume a lot of computational resources. Principal component analysis (PCA) can be used 

to reduce the number of dimensions of such a system from hundreds of thousands to hundreds or even tens, 

and then cluster on the new dimension. This will speed up the clustering process. In this experiment, the 

sklearn Python package was used for the decomposition by setting n_components=0.95. Hence, the final 

dimensionality reduction results retain 95% of the original information. 
 

3.2.5. Parameter settings 

During the training process, the model can be trained more accurately by reducing the learning rate 

and increasing the training epochs, although this may be more time-consuming. Adam optimizer [42] was 

chosen because it combines the advantages of other optimization algorithms and performs well in most cases. 

In the process of deep learning, the learning rate is set to 0.0005 and the number of learning epochs is 100. 

 

 

4. EXPERIMENT RESULTS AND ANALYSIS 

4.1.  The implementation of the experiments 

After 100 rounds of training, the experiment has obtained a large amount of data that can be used for 

analysis. It is worth mentioning that the PCA has been used for dimensionality reduction purposes. Table 2 

lists the pre-and post-used dimensions in the experiments. 
 

4.1.1. Results of PCA dimension reduction 

 In the static image clustering system, each image is a data sample and each pixel on the image is a 

feature dimension. Since the colors of the adjacent pixels of the image are always very close in most cases, 

there must be a lot of redundant features in the system. For a picture of 224×224×3, its dimension is equal to 

150528. Having so many dimensions during classifier construction can make the program run very slow and 

consume a lot of computer resources. Principal component analysis (PCA) can be used to reduce the number 

of dimensions of such a system from hundreds of thousands to hundreds or even tens, and then cluster on the 

new dimension. This will speed up the clustering process. In this experiment the Python package sklearn. 

Decomposition has been used. PCA to the data dimensionality reduction was set n_components=0.95 so that 

the final dimensionality reduction results retain 95% of the original information. 

 

mailto:i7-7700@3.6
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4.1.2. Classification results of traditional machine learning algorithms 

In Figure 2, the horizontal axis represents different classifiers and the vertical axis represents 

classification accuracy. As can be observed from the chart, the classification accuracy of these 12 

classification algorithms in the bird image set is up to 82%. Moreover, with the increase of classified species, 

the classification accuracy becomes lower and lower. When the species is 20, the classification accuracy is 

only 53%. Both SVM and LDC classifiers showed more promising results than other classifiers. 

 

 

Table 2. Results of the PCA dimension reduction 
Number of bird species Original dimension Dimension after reduction 

3 150528 228 
6 150528 439 
10 150528 662 
20 150528 992 

 

 

 
 

Figure 2. The effect of bird species on the classification accuracy of traditional machine learning algorithms 

 

 

4.1.3. Classification results of CNN models 

This section compares the performance of the second set of chosen algorithms (AlexNet, DenseNet-

121, GoogLeNet, and ResNet-50) which has been discussed previously as being the most recent and 

innovative CNN models for image recognition. The models have been used in two different schemes as 

unpretrained (without prior training) and pretrained. In Figures 3(a)-(h), the horizontal axis represents the 

number of training rounds, and the vertical axis represents the classification accuracy on the test set. The 

summary of the achieved numerical classification accuracies of the CNN models are tabulated in Table 3. 

Their performance was analyzed on 4 different species sets. The best results on each number of species are 

bolded as shown in Table 3. 

 

4.2.  Result analysis 

4.2.1. Classification effect on traditional classifiers 

The obtained results showed the following conclusions about the performance of the traditional 

classifiers. When the number of species is 3, the classification accuracy ranges in 50-80%. On the contrary, 

when the number of species is 20, the classification accuracy is as low as 6-50%. With the increase in the 

number of species to be classified, the classification accuracy becomes worse and worse. The main reason is 

that there are too many classification dimensions and varieties. Although the number of dimensions has been 

reduced from 150,000 to several hundred using PCA dimensionality reduction, the number of dimensions is 

still too large for traditional machine learning. The traditional classification principle of machine learning is 

feature extraction for image classification and other tasks. A feature is an interesting, descriptive, or 

informational chunk of an image. This step may involve several computer vision algorithms, such as edge 

detection, corner detection, or threshold segmentation to extract as many features as possible from the image, 
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which form the definition of each object class (called a word package). If a large number of features in a 

word package appear in another image, the image is classified as containing that particular object (e.g., chair, 

and horse). The difficulty with this traditional approach is that you have to choose which features are 

important in each given image. With the increase of classes to be classified, feature extraction becomes more 

and more troublesome. It is up to the computer vision engineer’s judgment and a lengthy trial and error 

process to determine which features best describe different categories of objects. Besides, each feature 

definition needs to handle a large number of parameters, all of which must be fine-tuned by the computer 

vision engineer. 

 

 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

  
(g) (h) 

 

Figure 3. The classification accuracy of the state-of-the-art CNN models AlexNet, DenseNet-121, 

GoogLeNet, and ResNet-50. a–d, Obtained CA as unpretrained models. e–h (b), Obtained CA as pretrained 

models (a) 3 species (unpretrained), (b) 6 species (unpretrained), (c) 10 species (unpretrained), (d) 20 species 

(unpretrained), (e) 3 species (pretrained), (f) 6 species (pretrained), (g) 10 species (pretrained), and  

(h) 20 species (pretrained) 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 12, No. 4, August 2022: 4172-4184 

4180 

Table 3. Classification effect comparison of eight CNN models. 
CNN Model 3 species CA% 6 species CA% 10 species CA% 20 species CA% 

AlexNet 92 92.90 85.50 80.00 
DenseNet 97.30 92.90 91.40 90.90 

GoogLeNet 97.30 93.50 89.10 90.50 
ResNet 90.70 90.90 83.20 84.70 

AlexNet (pretrained) 98.70 98.10 95.30 93.40 
DenseNet (pretrained) 100 99.40 98.80 98.60 

GoogLeNet (pretrained) 100 99.40 98.40 98.10 
ResNet (pretrained) 98.70 94.80 98.10 97.70 

 

 

4.2.2. Image classification effect of CNN 

As can be seen from the experimental results, the classification accuracy of CNN models for birds 

easily reaches more than 90% accuracy. With the increase of species, the accuracy drops slightly and exceeds 

80% alone. For some network models, the classification accuracy still reaches 97-98%. Each bird in the 

dataset used in this experiment contains about a hundred pictures. If each bird contains hundreds or 

thousands of pictures, the classification effect will be better. 

The reason why CNN has a good image classification effect is that CNN introduced the concept of 

end-to-end learning. The machine only needs to get an image data set, which has annotated the object 

categories existing in each image. Thus, deep learning models are “trained” on a given set of data, neural 

networks detect potential patterns in these images, and automatically calculate for each object the most 

descriptive and salient features associated with each particular class of objects as shown in  

Figures 4(a) and 4(b). Due to the large number of parameters in the neural network, the increase of the 

sample number can adjust the parameters more, and the potential patterns in these images become more and 

more obvious. Therefore, with the increase of the sample number, the classification effect gets better and 

better. 

 

 

 
(a) 

 
(b) 

 

Figure 4. Comparison between two clasification techniques in (a) traditional machine learning and  

(b) deep learning [43] 

 

 

4.2.3. CNN models based on transfer learning 

The pretrained neural network model has a classification accuracy of 90% to 100% and easily 

reaches 98% to 99%. The CNN based on migration learning has a better training effect than the randomly 

initialized CNNs, for the reason that deep learning requires a large amount of data. For small data sets, the 

untrained model can be equipped with image recognition ability by transferring model parameters. The 

specific method of migration in this experiment is:  

a) Import the CNN model that has been trained on the ImageNet dataset and achieved very good results 

b) Modify the final output layer 

− Num_of_features → num_of_outputs 

− The full connection layer of the original model is 

− Num_of_features → 1000 
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− The full connection layer used for bird identification in this experiment is 

− Num_of_features → 3/6/10/20 

c) Enter labelled pictures to start the training 

Another advantage of transfer learning is that it can reduce training time and improve training speed. 

The experimental results showed that training the bird dataset with a pre-trained model requires no more than 

10 epochs to obtain the best classification accuracy. Some models even require only 2 to 3 epochs, while 

training with an untrained model requires at least 40 to 50 epochs to achieve the highest classification 

accuracy. This is a big improvement on deep learning, which requires hardware support and a lot of training 

time. 

 

 

5. CONCLUSION AND RECOMMENDATIONS 

5.1.  Conclusion 

In the field of image recognition, classifiers based on traditional machine learning algorithms  

(such as SVM) require a lot of manual intervention, like feature selection, data preprocessing, and so on. This 

makes the classification accuracy of the classifier depends on these human factors to an extent. Deep learning 

makes use of the depth and breadth of the network layers to enable a deep neural network to have a strong 

learning ability, which can play a strong role in today's hardware devices. Transfer learning enables the 

knowledge learned in deep learning to be transferred to other deep learning models, which is of great help for 

deep learning with a small dataset. 

In this research, three different classifiers were used to classify the Kaggle-180-birds dataset, they 

are traditional machine learning algorithm (SVM, and DT), deep learning algorithm (ResNet50), and transfer 

learning-based deep learning algorithm (ResNet50-pretrained). The results confirmed that the classifier based 

on transfer learning has the best classification effect, which can reach 98-100% (based on the classification 

category). This experiment fully proves the limitations of traditional machine learning in the field of image 

recognition and the advantages of deep learning in image recognition, as well as the help that transfer 

learning brings to deep learning. 

 

5.2.  Recommendations 

Although the research in this article has achieved good results in bird recognition, compared with 

other classification algorithms, it also has some limitations. However, as a new machine learning method and 

one of the frontier research directions in artificial intelligence, transfer learning still has many problems to be 

further studied and explored. Based on this research experience, a series of other related research topics could 

be extended, and the prospect of future work is listed in the upcoming paragraphs. 

In practical applications, migration learning is not necessarily a case of a single source domain and a 

single target domain, but often a case of multiple source domains. In this case, migration learning will be 

faced with the problem of how to choose the appropriate source domain as the training data set. In the case 

that it is not clear which source domain is better, random selection-a source domain is not advisable as the 

training set. A common solution to this problem is the multi-source migration learning approach. In other 

words, the source domain with a strong correlation with the target domain has a higher migration priority. 

Conversely, source domains that are less relevant to the target domain have a lower migration priority. 

Hence, future research on the transfer learning method of multiple source domains can be further studied. 

Transfer learning aims to use the knowledge of the source domain to help the learning of the target 

domain. Therefore, the performance of the final target domain model largely depends on the degree of 

correlation between the source domain and the target domain. If there is a strong correlation between the 

source domain and the target domain, the transfer learning method can make good use of the correlation 

knowledge and apply it to the training process of the target domain model. If there is a weak correlation 

between the source domain and the target domain, if the knowledge transfer is carried out in a far-fetched 

way, it will be counterproductive, not only cannot improve the performance of the target domain model but 

even may reduce the effect, which will cause the negative transfer problem. This research focused on the 

positive transfer learning problem, that is, improving learning performance by transferring knowledge from 

the source domain to the target domain. However, in the practical application scenario, the model established 

due to the complexity of the problem will not conform to the actual situation, causing negative migration and 

side effects. If a person can ride a bicycle, he should learn to ride a motorcycle easily. However, sometimes 

seemingly simple things may not be easy to achieve, which may lead to the "negative transfer" problem. For 

example, learning how to ride a bicycle may not be suitable for driving a tricycle, because the two kinds of 

cars have a different centre of gravity. Therefore, how to realize positive transfer and avoid negative transfer 

is also an important research problem of transfer learning. In the future, the problem of negative transfer 

worth more attention and investigations. 
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