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 Technological advancements are helping people with special needs 

overcome many communications’ obstacles. Deep learning and computer 

vision models are innovative leaps nowadays in facilitating unprecedented 

tasks in human interactions. The Arabic language is always a rich research 

area. In this paper, different deep learning models were applied to test the 

accuracy and efficiency obtained in automatic Arabic sign language 

recognition. In this paper, we provide a novel framework for the automatic 
detection of Arabic sign language, based on transfer learning applied on 

popular deep learning models for image processing. Specifically, by training 

AlexNet, VGGNet and GoogleNet/Inception models, along with testing the 

efficiency of shallow learning approaches based on support vector machine 
(SVM) and nearest neighbors algorithms as baselines. As a result, we 

propose a novel approach for the automatic recognition of Arabic alphabets 

in sign language based on VGGNet architecture which outperformed the 

other trained models. The proposed model is set to present promising results 
in recognizing Arabic sign language with an accuracy score of 97%. The 

suggested models are tested against a recent fully-labeled dataset of Arabic 

sign language images. The dataset contains 54,049 images, which is 

considered the first large and comprehensive real dataset of Arabic sign 
language to the furthest we know. 
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1. INTRODUCTION 

The newly innovated trends these days are guided towards creating novel applications that are of 

good help to the world around us. The term assistive technology, in many fields, is being brought to the front 

of researchers’ interest. Fingerprints recognition, face detection, and hand gestures recognition are recent 

applications built on the concepts of machine learning, classification, and image processing.  

The need for sign language gestures and special hand movements, make it hard for people with 

special abilities to communicate freely with people with normal hearing and speaking abilities. This makes 

the community of people with special abilities secluded from interacting with the rest of the society [1], [2]. 

The emergence of human and computer interaction (HCI) was the first node for integrating multiple tasks of 

the human needs and realizing them into easy to use systems and models [3], [4]. 

The Arabic language is always of huge concern and interest from researchers due to its synaptic 

nature and traits [5], and with the latest advancements in combining artificial intelligence and computer 

https://creativecommons.org/licenses/by-sa/4.0/
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vision into the needed applications of the human lives [6], everything is becoming more possible and 

interesting to discover. The Arabic sign language is composed of different hand and fingers movements that 

represent one of the twenty-eight characters that form the Arabic words, the continuous representation of 

sequential movements help the deaf person understand what the other person is saying. Due to the lack of 

knowledge for the normal person to perform these movements, there exists the need to employ the recent 

advancements in technology to overcome these difficulties [7]. Although sign language is the most structured 

type of motion expressions [8], the complexity of sign language recognition lies in its way of expression, as 

there exists two main ways of expressing words in sign language: The first way is by facial expressions and 

certain body movements (e.g., non-manual components like mouth shaping and eyebrows raising), while the 

second way is based on fingerspelling technique (e.g., manual components like hand posing, orientation, and 

trajectory). These two components are complementary to one another. Researchers chose to focus on the area 

of manual components due to the complex nature of the Arabic language, and the descriptive value obtained 

from those components for being conventional signs used by many Arab countries [9]. In this paper we will 

focus on the fingerspelling technique for Arabic words’ formation.  

The problem of data availability for the Arabic sign language for public use, comparing to other 

known languages, such as English and Chinese [10]–[12], is an important aspect that challenges the process 

of Arabic sign language recognition and optimization. Scarcity and lack of quality and quantity terms of 

available datasets are of constant challenges [13]. This can be referred to as the problem of signer 

dependency and how each person expresses these signs [2]. Another important challenge in the field of sign 

language, and especially Arabic, is the co-articulation problem in continuous expression, which can be 

referred to as the effect of the preceding and latter signs on the targeted sign. Many studies addressed this 

issue in sign language in general and not in a specific language or culture [14], [15]. The two main 

approaches used in sign language recognition are summarized in Table 1. 

 

 

Table 1. Common sign language recognition approaches 
 Sign Language Recognition Approaches 

Vision Based Sensor Based 

Data collection Images, Videos Motions and trajectories of fingers and hands 

Data collection tools Different types of cameras Data gloves, Kinect, EMG, LMC 

Data preprocessing Yes No 

Features extracted Compact vectors that represent 

relevant information of hand gestures 

3D hand and finger flexes, motions, and 

orientations 

Computational power required High Relatively less 

Related works [16]–[18]  [19]–[21] 

 

 

Sign language is spoken by a wide community of people with hearing and speaking disabilities. 

Millions of these people worldwide suffer from problematic barriers in the way of expressing themselves due 

to the lack of automatic systems and tools for recognizing the fingerspelling, hand movements, and facial 

expressions they use. The importance of humanized computing draws the attention to address the needs of 

the community of the hearing impaired [22], [23] With more than 70 million people around the world with 

hearing and speaking disabilities; and with sign language being their only way to communicate with others, 

the works on automating the process of sign language recognition with the latest technologies have a 

significant value. Sign languages are as spread as the spoken languages. Every nation has its own way of 

expressing themselves in words, while also having their own “local” sign language. American sign language 

[24], Chinese sign language [25], British sign language [26], and Arabic sign language [27], are few 

examples on standardized forms of sign language. India has a wide range of sign language expressions and 

dialects that makes it hard to construct a standardized dictionary [28]. These issues raised how widely sign 

language is used on one hand, while driving the attention to the importance on focusing on the dialectical 

phenomena of sign language on the other. 

While Arabic is one of the top five languages spoken across the globe; the work on Arabic sign 

language is still in infancy levels and needs more development. This can be referred to the complex nature of 

Arabic language on one hand, and the lack of a well-constructed database for Arabic sign language on the 

other hand. For the past few years more work was dedicated to solve the problem of “Diglossia” in Arabic 

sign language, and the database construction.  

The area of computer vision has created a shift in the matter of sign language recognition and 

helping the involvement of people with disabilities involve in the society with minimum efforts on the side of 

expresser and receiver, without the need for the inconvenience of an interpreter.  The focus of work in this 

paper is on the vision-based approach in processing Arabic sign language alphabets based on convolutional 

neural network (CNN). In this paper, a comprehensive study was performed on several deep learning models 
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to evaluate the performance of these models and create a solid comparison criterion between the 

advancements brought into three consecutive produced models (AlexNet, VGGNet and Inception Net). As a 

result, a novel approach for Arabic sign alphabets recognition using VGG16 neural network is trained and 

tested on the latest up-to-date publicly available dataset (ArSL2018) which consists of more than 54,000 

images for the alphabets in Arabic sign language. The model was tested and evaluated with an accuracy score 

of 97%. We intend to provide a robust and evaluated model for sign language recognition in the Arabic 

language as a benchmark for future optimization. 

The rest of this paper is organized in the following: section 2 addresses the related works of sign 

language recognition using deep learning methodologies, section 3 presents a brief on the different 

architectures of CNNs. While section 4 discusses the proposed model. Section 5 presents the experiments and 

results. Finally, section 6 provides the conclusion and suggested future work. 

 

 

2. RELATED WORKS ON DEEP LEARNING IN SIGN LANGUAGE RECOGNITION 

The field of machine learning, specifically deep learning, is the revolutionary state-of-the-art models 

that enable learning from a set of training data with high futuristic intelligence and preserved back-tracked 

history, to give accurate predictions and classifications accordingly [29]. Deep learning is now behind many 

applications of speech recognition, computer vision (CV), and natural language processing (NLP). With its 

capabilities, deep learning bypasses the traditional techniques of machine learning and provides better results 

even with unlabeled and unstructured data [30]. It works by processing the input data through multiple layers 

and performs complex mathematical interactions between the features of the input data. Therefore, the use of 

deep learning in image processing promises a novel perspective in addressing Arabic sign language.   

Elbadawy et al. [31], used a 3D CNN to recognize 25 gestures of Arabic sign language dictionary. 

The input data is fed into the network as videos divided into multiple frames with different rates calculated 

using scoring algorithm and the frames with the highest priority is chosen to represent the targeted sign. The 

Softmax layer was used as a features’ classifier. Huang et al. in [32], also used 3D CNN to extract 

discriminative spatial-temporal features from raw video stream recorded by Microsoft Kinect. Their work 

outperformed the Gaussian mixture model with hidden Markov model (GMM-HMM) baseline model which 

depends on hand-crafted features. Hayani et al. [4] proposed a system built on LeNet-5 CNN to recognize 

Arabic alphabets and digits using a real dataset for a total of 7869 images of size 256x256 pixels. Their 

system contained four layers to extract features and three layers to classify images. The authors tested their 

proposed system against well-known machine learning classifiers, such as k-nearest neighbors (KNN) and 

support vector machine (SVM) and retrieved high recognition rates. 

Alzohairi et al. in [33] presented an image based Arabic sign language system by investigating 

visual descriptors from the input data. Those descriptors are later conveyed to one-versus-all support vector 

machines (SVM) and the experiments showed the significance obtained from using histogram of oriented 

gradients (HOG) descriptors. In the same context, authors in [34] suggested a semantic oriented approach for 

detecting and correcting errors based on domain errors. The use of open vocabulary and independent sign 

recognition lexicon increased the accuracy of the recognition remarkably. Another approach was proposed by 

[35] in Arabic sign language recognition based on extracting gestures from 2D images using scale-invariant 

feature transform (SIFT) technique, by first constructing a Gaussian function of varying scales, and then 

computing the local maximum and the local minimum of key points, while performing latent Dirichlet 

allocation (LDA) for dimensionality reduction.  

Maraqa et al. [36] used multilayer feedforward neural network and recurrent neural network (RNN) 

in a combined model and tested against a dataset consisting of 900 images which were converted into hue-

saturation-intensity (HIS) space fro features’ extraction. Authors in [37] proposed a glove based Arabic sign 

language recognition system tested against a manually built lexicon of 80 words to form 40 Arabic sentences. 

The authors used modified KNN with k=3 and a sliding window approach to reduce fluctuations and reserve 

long time trends. In the same context, Assaleh et al. [38] tested a continuous dataset of the same size to 

extract spatio-temporal features and hidden Markov model (HMM) that resulted in an average recognition 

rate of 94%.  Kumar et al. [39] suggested a multimodal framework for Indian sign language using HMM and 

bi-directional long short-term memory (Bi-LSTM) sequential classifiers, with a re-sampling technique for 

linear interpolation of the frames obtained from the Kinect device. In [40] a hybrid model for Arabic sign 

language detection was introduced using leap motion and digital cameras to detect 20 signs with an accuracy 

of almost 95%, similar work was also presented in [41]. Koller et al. [42] discussed a novel approach in sign 

language, by introducing multi-stream HMMs constrained by several synchronization constraints with 

embedded CNN-LSTM in each HMM to recognize weak or unidentified features of hand and lip movements 

and get over noisy sequence labels. Their work comes as an extension to previous experiment undertaken 

based on CNN-BLSTM trained end-to-end in several re-alignments [43]. 
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3. CONVOLUTIONAL NEURAL NETWORKS  

Convolutional neural networks (or ConvNets) have become the state-of-the-art class used by researchers 

for visual images and many different applications [44]. The power of the several architectures of CNNs was 

widely employed to serve image recognition and classification [45], [46]. The structure of the deep multilayer 

networks, trained in a backpropagation method, helps in obtaining accurate and reliable image classifications. 

This helps in recognizing visual patters in images with the least pre-processing needed. The advancements in 

CNNs’ structures that are used in image classifications and recognition can be listed as follows: 

- Lenet-5: this first multilayer network was designed in 1998 by LeCun et al. [47], and is mainly used for 

hand-writing recognition and documents classification. It is structured with a total of 8 layers including 

input and output layers for images of 32x32 pixels in grayscale format and is considered the basic form of 

CNNs. 

- AlexNet: in 2012, Krizhevsky et al. [48] presented AlexNet. The improvement to the structure of LeNet-5 

was introduced by combining maxpooling and rectified linear unit (ReLU) activation functions in a 

deeper manner with three fully connected layers. 

- VGGNet: the power of VGGNets is shown in how they addressed the issue of depth faced by AlexNet 

[49]. Instead of using large receptive fields; VGG uses a fixed window size of 3×3 and stride of 1 for each 

layer. This small-sized convolution filters makes the decision function (e.g., rectified linear unit-ReLU) 

more discriminative, which leads to better performance. In our work, we have employed three deep 

learning models: AlexNet, VGGNet and Inception network to test the efficiency of these models against 

the dataset of Arabic sign language images. The use of VGGNet scored remarkable results in Arabic sign 

language recognition. Figure 1 shows the general structure of VGGNet [50]. 

- GoogleNet/Inception: another improvement in 2014 was presented by Szegedy et al. [51] that addressed 

the number of parameters. It uses batch normalization, image distortions, and RMSprop to reduce the 

number of parameters dramatically. Inception Net reduced the number of parameters from 60 million in 

AlexNet, to 4 million. 

- ResNet: residual neural network was introduced in 2015 by He et al. [52], to bypass the success of 

Inception using skip connection approach. The Skip connection approach is the base of RNNs and gated 

cells method. 

 

 

 
 

Figure 1. VGG architecture: conv. means convolution, FC means fully connected [50] 

 

 

4. RESEARCH METHOD 

In this section, we discuss the experimental processes to build the proposed model for Arabic sign 

language recognition. Different models were implemented to compare the results and accuracies obtained. 

The structure of the model with the highest accuracy is built based on the architecture of the VGGNet and 

consists of seven layers. The first four layers are used to extract deep features, while the remaining three 

layers are used for the classification task. The dataset (ArSL2018) is used to experiment the proposed model 

after being pre-processed using Sobel filter and is fed into the network for training and testing purposes. The 

VGGNet model scored an accuracy of 97%. Figure 2 shows architectural flow of the employed VGGNet. 

The layer “Conv_1” is a convolution layer with 32 feature maps. Every neuron performs a convolution with 

the kernel size of 5x3x3 and adds a bias. The ReLU function was used as an activation function in this case. 
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Figure 2. Proposed model architecture 

 

 

The results obtained from the “Conv_1” layer are then leveraged into the next layer, which is the 

“Max_Pooling_1”, where this layer assembles the results in a conventional 2x2 kernel size (VGGNet), where 

we next assign a dropout probability of 0.80 for regularization. In “Conv_3”, we used a 3x3 kernel size with 

a 64-feature map. Thereafter, we get a feature map of the size 64 to be flattened and get 576 neurons. While 

the three remaining layers represent the required classification process, which consists of three fully 

connected layers of sizes 128 and 84 respectively for the first two, while the last one (the SoftMax layer), is 

of the size 32 to map the correct class of each input image. The model was trained using Adam optimizer 

function, using a learning rate of 1e-4. The working environment was built using Tensorflow, Keras, 

Matplotlib, and Scikit learn. 

 

 

5. IMPLMENTATION AND DATASET 

5.1.  Dataset acquisition 

The ArSL2018 [53] is the most up to date and comprehensive dataset of Arabic sign language 

images presented by a research team in Prince Mohammad Bin Fahd University, Al Khobar, Saudi Arabia. 

The data consists of 54,049 images for the 32 Arabic sign language sign and alphabets collected from 40 

participants of different ages, in Grayscale data format and RGB format. The images are 64×64 pixels in 

(.jpg) format and were captured using a smart phone. Figure 3 shows the images of the used dataset. 

 

 

 
 

Figure 3. Representation of the Arabic sign language in the ArSL2018 dataset 

 

 

5.2. Data preprocessing and segmentation 

For the pre-processing and segmentation phase we used the Sobel operator method which performs a 

2D spatial measurement and focuses on the regions with high spatial frequency. Therefore, it is used to find 
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the absolute gradient magnitude in a grayscale image. We have also built a custom ImageDataGenerator for 

loading, dividing and augmenting the images in the dataset. The generator was used to divide the dataset into 

batches of the size 64 and feed them sequentially into the neural network for the training process. Thereafter, 

the dataset is augmented and shuffled to be trained again. The purpose of this process is to expand the 

variation in the images in the dataset, along with enriching the learning and training process of the neural 

network. Figure 4 illustrates the distribution of the images in each class. As shown in the graph, the data is 

normally distributed (Gaussian distribution), and the classes (n=32) contain convergent numbers of images 

for each letter, which is an important factor for the classification’s accuracy. The number of images for each 

label is relatively the same, which eliminates the bias judgment by the classifier in the recognition process.  

 

 

 
 

Figure 4. Input images distribution per each letter 

 

 

5.3.  Results and discussion 

For the experimental phase and for better improvement of the model validation process. This 

experiment was applied with k-fold (10) for data splitting in training (training and validation), and testing 

divisions in an iterative fashion to enhance the performance of the models and tune the hyper parameters and 

consequently enhance the obtained accuracy. Several experimental phases were run with variation of the 

train: test splitting criteria, with attest size equals to 0.2, and performed several epochs to justify the accuracy 

and the error rate of the proposed model, along with testing the model against other structures of known 

CNNs (e.g. AlexNet and GoogleNet/Inception), while the model built on VGGNet outperformed the 

previously mentioned two with an accuracy of 97% on test data.  

The models were run under unified conditions as follows: the train batch size was 32, and the 

evaluation batch size was 16. Also, the learning rate was 2e-5, set as a default value. In transfer learning, it 

was crucial to apply the early stopping method with patience equals to 3. We fine-tuned (unfreeze) the last 

three layers of the model, the output was then inputted to the average pooling layer with pool size equals to 4, 

and the output is flattened to be inputted into a dense layer with 64 units. We then applied a dropout of 0.5 

probability. 

For building a solid argument on the performance of the proposed model for processing the 

ArSL2018 dataset, different models of CNNs were implemented and evaluated against VGGNet. A model 

based on the structure of AlexNet and another based on GoogleNet with the application of transfer learning 

were evaluated and tested against the same dataset. The reason for choosing these three models (i.e. 

VGGNet, AlexNet, and GoogleNet) is their popularity in image classification and their ease of fine tuning to 

fit different tasks, along with their chronological development and the advancements brought by each.  

 

5.3.1. AlexNet model  

The AlexNet model is pre-trained on the ImageNet dataset and is composed from five convolutional 

layers, each followed by a Max Pooling layer, followed by three fully connected layers. The accuracy of the 

model was 93%. AlexNet’s model is computationally expensive due to the extensive fully-connected layers, 
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and thus the large number of parameters used. The model of AlexNet only takes images in the input shape of 

227×227 in RGB format, thus the first layer, only, will have (227×227×96) output units connected by 

(11×11×3) input values processed by each filter. This is repeated for all the five layers in a row. The structure 

of VGGNet solves this problem as it uses a fixed size of kernel size (3×3) in all consecutive layers. This was 

reflected on the computational consumption in the VGGNet model on one hand, and on the accuracy score on 

the other. AlexNet has another drawback that was clear in the development phase, which is related to 

overfitting in the training phase, and a high rate of mislabeling on the test data. The second experiment and 

comparison were conducted using GoogleNet Model. In this model, the test accuracy obtained was 88%, 

which is relevantly a small percentage compared to the previous two.  

 

5.3.2. GoogleNet and transfer learning model 

Using Tensorflow helps in implementing transfer learning using GoogleNet pre-trained model. 

GoogleNet was pre-trained on ImageNet dataset, thereafter the last layer of classification was altered with the 

custom classifier to detect the 32 classes in the dataset and the model was fed with the correctly labeled 

images of ArSL2018 dataset. The use of transfer learning helps in solving computer vision problems, in a 

more robust and timesaving manner, due to the pre-training knowledge owned by the model when being 

trained on large number of images, which is later transferred or fine-tuned to match a similar specific 

purpose. The pre-trained model (i.e. GoogleNet), was used as a standalone feature extraction to extract 

relevant features from the images, and then was tested to be integrated for weights initialization, with the 

allowance of weights optimization for the pre-trained model, along with the weights of our model. It is worth 

mentioning that weights adjustments process was undertaken in two stages: the first by freezing the pre-

defined parameters, while the second was by fine-adjusting the weights and optimize jointly by unfreezing 

the parameters of base layers. Nevertheless, we justify the degradation in the test accuracy comparing with 

the previously tested model due to the use of transfer learning and its effect on accuracy rates since the model 

is not trained on the targeted set of data while keeping the pre-trained weights, even with fine tuning the 

model for the task. Table 2 provides a summary of the used models and the Accuracy test obtained from each. 

It is worth mentioning that the proposed system using VGGNet also outperforms the performance of the 

different classifiers, when using 80% of the dataset for training, when was tested against SVM and KNN 

classifiers with an approximate value of 45%, as they were used as baseline methods to shed the light on the 

advancement brought by implementing the state-of-the-art techniques offered by deep learning. 

 

 

Table 2. CNN models’ summary 
 Test Accuracy Results  

Model # of EPOCHS Accuracy (%) 

1 VGGNET 150 97% 

2 AlexNet 150 93% 

3 GoogleNet 150 88% 

 

 

6. CONCLUSION AND FUTURE TRENDS 

In this paper, a comparative study in offline classification and recognition model for the Arabic sign 

language alphabets was presented based on the architectures of three common deep learning models 

(AlexNet, VGGNet and GoogleNet/Inception). The models showed variation in test accuracy with the 

highest score obtained by VGGNet. The models were tested and trained against the latest publically available 

dataset of Arabic sign language (ArSL2018) with a size of 54,000 images. The results show the efficiency of 

the VGGNet model in recognizing the learnt image data with an accuracy of 97%, while the AlexNet model 

provided an accuracy of 93%, and the accuracy retrieved from using GoogleNet was 88%, with the use of 

transfer learning approach for image classification. The three models were chosen to compare their 

performances as they are very common in being used in image classification tasks. For the future, we intent 

on working on generating real-time sentences and videos using sign language based on CNN models. 
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