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 In this paper, we proposed to make different forecasting models in the 
University education through the algorithms K-means, K-closest neighbor, 
neural network, and naïve Bayes, which apply to specific exams of 
engineering, licensed and scientific mathematical thinking in Saber Pro of 
Colombia. ICFES Saber Pro is an exam required for the degree of all 
students who carry out undergraduate programs in higher education. The 
Colombian government regulated this exam in 2009 in the decree 3963 
intending to verify the development of competencies, knowledge level, and 
quality of the programs and institutions. The objective is to use data to 
convert into information, search patterns, and select the best variables and 
harness the potential of data (average 650.000 data per semester). The study 
has found that the combination of features was: women have greater 
participation (68%) in Mathematics, Engineering, and Teaching careers, the 
urban area continues to be the preferred place to apply for higher studies 
(94%), Internet use increased by 50% in the last year, the support of the 
family nucleus is still relevant for the support in the formation of the 
children. 
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1. INTRODUCTION 

Education is one of the factors that has manifested exceptional changes in our country. It has had a 
notorious impact on society because it has helped to decrease poverty, improve quality of life, support 
innovation, and industrialization, among others. Many authors like Hanushek [1], Coleman [2], Barrera [3], 
and in Finland [4], have studied this topic. They have demonstrated that knowledge can be affected by 
different variables that allow improving the cognitive abilities of students: their way of being, their level of 
emotions, and economic aspects, among others [5]. 

Colombian Ministry of National Education approved decree 3963 in 2009. The purpose of the 
decree is to make an instrument for the external evaluation of quality in higher education. Likewise, with the 
tests the respective indicators are obtained, both for the student and for the institution of Higher Education, 
seeking to improve the policies, studies and regulations proposed by the government [6]. 

The amount of information stored about the students who take the Saber Pro Tests constitutes a 
great challenge for identifying the factors that have the greatest influence when obtaining good results. 

https://creativecommons.org/licenses/by-sa/4.0/


Int J Elec & Comp Eng  ISSN: 2088-8708  
 

Forecasting model with machine learning in higher … (Daniel Esteban Martínez Cervera) 

5403 

However, details such as behavior patterns, academic background, family, or economic group are not 
presented. The above mentioned may lead to a bias in the results for improving effectiveness in higher 
education [6]. There are even studies conducted in Bogotá on both the process of getting to university and the 
careers and the strong relationship between external variables and student grades [7]-[9], however, of all the 
information that ICFES presents, the most important characteristic that affects education over time, will be 
the efficacy with which higher education can improve and how much information bias in databases affects 
the data acquisition. 

With the above, the article tries to verify the achievement of university education quality through the 
use of Scrum methodologies, the knowledge discovery in databases (KDD), process of evaluation of a large 
amount of data to obtain intrinsic or extrinsic information) [10], supervised algorithms (K-neighbors plus 
nearby, neural networks, naive Bayes) and unsupervised (K-Means) in machine learning, to obtain patterns, 
verify which model obtains better evaluations and determine which variables stand out. 

The main data source is a Colombian Institute for the Evaluation of Education (ICFES) FTP server 
that supports the Colombian Ministry of Education to present the tests, it stores all the information about each 
student every semester, with average information of 650,000 thousand students. The models used obtain data 
from 2017 to 2019 (Results and information external to the University) and each algorithm is designed to 
analyze each data and store it in Data frames, validate biases, data crossing, transformation, training, test, 
results, and selection. This information seeks to support the institutions, ICFES, learning processes. 

 
 

2. RESEARCH METHOD 
2.1. Research activities 

Due to the new challenges and problems presented in engineering, the methodology, the follow-up 
to carry out the prediction model [11], and the search for information was taken from ICFES database. This 
information included the students' background, family characteristics, school, and test results. Following the 
above, the modules to take into account for the development of the model to be evaluated are economic 
module, software design, teaching, engineering projects, and mathematical and scientific thinking. Planning 
is one of the highest costs in the development of Engineering processes, due to the construction of the 
project, the development of the team, related areas, and the process of extracting and transforming data until 
reaching the prediction model [12]. As shown in Table 1, the dataset corresponds to the classifying the results 
ICFES network, along with the student's history and the scope of data from 2017 to 2019 [13]: 

 
 

Table 1. Variables of the ICFES database 
Consecutive Number - allows traceability Economic situation 

Gender Kind of job (Mother and Father) 
Department Daily time spent reading 

Education (Father, Mother) Daily time spent using the internet 
Social stratum Name of school 

Family members Bilingual school 
Home appliances (computer, washing machine, 
microwave, tv, car, motorcycle, videogames) 

Type of school 

Quantity of books owned School area (Urban, rural) 
School hours Percentile (economic, software design, teaching, education, engineering 

projects and Mathematical and Scientific Thinking. 
 
 
The selection range that is analyzed corresponds to the period between February 15, 2019, and may 

30, 2020 (data have been combined annually since 2017). This gives better coverage of information, 
separating the sprints in: 
a. Information gathering 
b. Check data concordance 
c. Anomalous data 
d. Attribute selection to perform the Prediction Model and data transformation 
e. Use of each algorithm’s mathematical models to separate independent -dependent variables 
f. Application and results [14]. 

All of the above is based on the knowledge discovery in databases (KDD) methodology, which 
allows to extract knowledge from large amounts of information in a database [10]. Four algorithms are 
applied to the procedure, three supervised type [15], and one of them unsupervised type, because the 
prediction models have been proposed to improve the quality of the software and one of the popular ways is 
through machine learning [16]. This was built through Python with the Spyder application, considering the 
following: 
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a. Saber Pro’s general and Saber Pro’s specific traceability key, to identify performance, unknown values 
and change over time. 

b. Separation of training variables by 70% and 30% for tests. 
c. The variable Y stores the class attribute and the variable X takes the attributes that will be analyzed. 

The variable selection was made through the documents with the needed information acquired from 
the application of the use of information and the FTP server (for transferring files), based on the studies 
carried out by several authors such as Hanushek [1], Colemann [2], Barrera [3] and in Finland [4] and the 
articles [8], [9], [17]-[19] that have shown that the results of standardized tests go beyond knowledge, 
characterizing variables such as student’s financial capacity, identity, learning, objects they have in their 
home and expressions of their personality in addition to determining other variables that may be affecting the 
student, either at family or educational level, among others. The variables are shown as follows: 
Socioeconomic level, parent’s education, family, parents' educational level, average overall score, academic 
results in critical reading, mathematics, natural and social sciences, English, and two sub-tests for 
quantitative reasoning. 
 
2.2. Algorithms 
2.2.1. K-Closest neighbors 

It is one of the top 10 in data mining techniques, it is known for assigning similar labels to the class. 
based on the observations, and the collected training, the relationship between them is distinguished [20], 
along with unknown examples in “neighboring” classifications. Through what has been said, it looks for an 
optimal training set, so that the prediction can identify data from the smallest ones [21]. One of the methods 
for calculating the distance is the KNN () function, which uses the Euclidean distance: 

 
𝐷𝐷(𝑝𝑝, 𝑞𝑞) = �(𝜌𝜌1 − 𝑞𝑞1)2(𝜌𝜌2 − 𝑞𝑞2)2 + ⋯+ (𝜌𝜌𝑛𝑛 − 𝑞𝑞𝑛𝑛)2 (1) 

 
where p and q are the distance between two points that are related by n characteristics, until obtaining a 
strong amount of close data. The characteristics were divided by annual data (more than a million records) 
and the selected variables (24 variables) according to the contributions made by the investigated authors, 
thereby defining 12 neighbors for the analysis. 

 
𝑛𝑛_𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =  12 (2) 
 
𝑘𝑘𝑛𝑛𝑛𝑛 = 𝐾𝐾𝐾𝐾𝑛𝑛𝑛𝑛𝑛𝑛ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑏𝑏𝑏𝑏𝑏𝑏𝑛𝑛𝑛𝑛𝑛𝑛𝑏𝑏𝑛𝑛𝑛𝑛𝑛𝑛(𝑛𝑛_𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛) (3) 
 
The K-neighbors classifier function has: 

a. Distance calculated with the Euclidean function 
b. A uniform weight, that is, all the points in each neighborhood that weigh the same 

 
𝑘𝑘𝑛𝑛𝑛𝑛. 𝑏𝑏𝑛𝑛𝑓𝑓(𝑋𝑋_𝑓𝑓𝑛𝑛𝑏𝑏𝑛𝑛𝑛𝑛, 𝑦𝑦_𝑓𝑓𝑛𝑛𝑏𝑏𝑛𝑛𝑛𝑛. 𝑣𝑣𝑏𝑏𝑏𝑏𝑣𝑣𝑛𝑛𝑛𝑛. 𝑛𝑛𝑏𝑏𝑣𝑣𝑛𝑛𝑏𝑏()) (4) 
 
The "fit" estimator adjusts the data to be able to predict the classes to which they are related. Once 

adjusted, the prediction with the predict () function is applied for the training data with the test, and the additional use 
of the confusion matrix, in order to verify the accuracy of the model and thus evaluate the effectiveness. 

 
𝑝𝑝𝑛𝑛𝑛𝑛𝑛𝑛𝑓𝑓(𝑐𝑐𝑛𝑛𝑛𝑛𝑏𝑏𝑣𝑣𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛_𝑚𝑚𝑏𝑏𝑓𝑓𝑛𝑛𝑛𝑛𝑚𝑚(𝑦𝑦_𝑓𝑓𝑛𝑛𝑛𝑛𝑓𝑓, 𝑝𝑝𝑛𝑛𝑛𝑛𝑝𝑝𝑛𝑛𝑐𝑐𝑓𝑓𝑛𝑛𝑛𝑛𝑛𝑛)) (5) 
 

Use of the confusion matrix next to the variable that has the prediction of the data stored. 
 
2.2.2. K-means 

It is one of the algorithms that dates back to the middle of the last century, which is based on the 
grouping of values with a minimum distance in a group, taking into account the following points: 
a. Definition of clusters. 
b. K proposed groupings, represented by centroids (the mean location of the points in the group) 

�𝑚𝑚1, 𝑚𝑚2, 𝑚𝑚3, … 𝑚𝑚𝑛𝑛 ∈  ℝ�. 
c. Random initialization of values for each cluster. 
d. Repeat steps a, b and c until the data convergence [22], [23]. 
e. Based on the above, the process behind K-means is applied 

Based on what was mentioned above, the process that is behind K-means is applied. 
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min
{𝑚𝑚𝑘𝑘},1≤𝑘𝑘≤𝐾𝐾

∑ ∑ 𝜋𝜋𝑥𝑥𝑝𝑝𝑛𝑛𝑛𝑛𝑓𝑓(𝑚𝑚,𝑚𝑚𝑘𝑘)𝑥𝑥∈𝑐𝑐𝑘𝑘
𝑘𝑘
𝑘𝑘=1  (6) 

 
Where π_x is the weight of the objects of x, m_k which is the data assigned to each cluster. The cluster is 
equivalent to the variable k and c_k is the centroid of each cluster, until the convergence of the clusters [24].  

In the development process in Python, a sequence of numbers is taken randomly to apply the 
transformation of each cluster 

 
𝐾𝐾𝑐𝑐 =  𝑛𝑛𝑏𝑏𝑛𝑛𝑛𝑛𝑛𝑛(1, 𝑏𝑏𝑛𝑛𝑛𝑛(𝑋𝑋)) (7) 
 

Taking into account that x, m_k are the data, the variable X is taken because it stores the variables to be 
evaluated and the variable Y is taken as a class to identify the relationship with each cluster; 

 
𝑘𝑘𝑚𝑚𝑛𝑛𝑏𝑏𝑛𝑛𝑛𝑛 =  [𝐾𝐾𝐾𝐾𝑛𝑛𝑏𝑏𝑛𝑛𝑛𝑛(𝑛𝑛_𝑐𝑐𝑏𝑏𝑣𝑣𝑛𝑛𝑓𝑓𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑛𝑛) 𝑏𝑏𝑛𝑛𝑛𝑛 𝑛𝑛 𝑛𝑛𝑛𝑛 𝐾𝐾𝑐𝑐] (8) 
 

The amount of Cluster in the variable n_clusters start together with the cycle of the set of selected random 
variables until the conversion is carried out, and while this process is being carried out, the data 
transformation is applied to determine the average fit of the data. 

 
𝑛𝑛𝑐𝑐𝑛𝑛𝑛𝑛𝑛𝑛 =  [𝑘𝑘𝑚𝑚𝑛𝑛𝑏𝑏𝑛𝑛𝑛𝑛[𝑛𝑛]. 𝑏𝑏𝑛𝑛𝑓𝑓(𝑋𝑋). 𝑛𝑛𝑐𝑐𝑛𝑛𝑛𝑛𝑛𝑛(𝑋𝑋) 𝑏𝑏𝑛𝑛𝑛𝑛 𝑛𝑛 𝑛𝑛𝑛𝑛 𝑛𝑛𝑏𝑏𝑛𝑛𝑛𝑛𝑛𝑛(𝑏𝑏𝑛𝑛𝑛𝑛(𝑘𝑘𝑚𝑚𝑛𝑛𝑏𝑏𝑛𝑛𝑛𝑛))] (9) 
 
The process is stored in the score variable, where the fit function fits the data. While the score (X) 

function calculates the sub-precision of the data subset. At the end, the K-Means execution, together with the 
data transformations, is applied to the Centroids to be able to visualize the relationship of the data, thanks to the 
cluster_centers_ function to generate the centroids, which is the prediction of the model verify its accuracy. 

 
𝑘𝑘𝑚𝑚𝑛𝑛𝑏𝑏𝑛𝑛𝑛𝑛 =  𝐾𝐾𝐾𝐾𝑛𝑛𝑏𝑏𝑛𝑛𝑛𝑛(𝑛𝑛_𝑐𝑐𝑏𝑏𝑣𝑣𝑛𝑛𝑓𝑓𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑛𝑛). 𝑏𝑏𝑛𝑛𝑓𝑓(𝑋𝑋) (10) 
 
𝑐𝑐𝑛𝑛𝑛𝑛𝑓𝑓𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑛𝑛 =  𝑘𝑘𝑚𝑚𝑛𝑛𝑏𝑏𝑛𝑛𝑛𝑛. 𝑐𝑐𝑏𝑏𝑣𝑣𝑛𝑛𝑓𝑓𝑛𝑛𝑛𝑛_𝑐𝑐𝑛𝑛𝑛𝑛𝑓𝑓𝑛𝑛𝑛𝑛𝑛𝑛_ (11) 
 
𝑏𝑏𝑏𝑏𝑛𝑛𝑛𝑛𝑏𝑏𝑛𝑛 =  𝑘𝑘𝑚𝑚𝑛𝑛𝑏𝑏𝑛𝑛𝑛𝑛. 𝑝𝑝𝑛𝑛𝑛𝑛𝑝𝑝𝑛𝑛𝑐𝑐𝑓𝑓(𝑋𝑋) (12) 

 
2.2.3. Naive Bayes 

It is a learning algorithm based on Bayesian rules, with a strong assumption of the attributes that are 
conditionally independent of the class, offering a high precision in the classification algorithms, to estimate the 
probability P (X│Y) in which each class is Y given the objects X, the classification is carried out [25], [26]. 

 

𝑃𝑃(𝑚𝑚𝑖𝑖 ∣ 𝑦𝑦) = 1

�2𝜋𝜋𝜎𝜎𝑦𝑦2
exp (− (𝑥𝑥𝑖𝑖−𝜇𝜇𝑦𝑦)2

2𝜎𝜎𝑦𝑦2
) (13) 

 
One of the ways to apply naive Bayes is through the Gaussian model being the main source, where X_i is 
taken as the amount of data, Y the class, the parameters σ_y and μ_y (mean of the variable X which is 
associated with the class Y) are estimated with the maximum probability, and together with a normal 
distribution [27]. 

In the prediction model, the previous formula is applied through the function gnb=GaussianNB (), 
which takes the data and the class (X | Y) taking into account factors in the formula such as the classification, 
the maximum likelihood and the amount of information. However, in order to reach this process, the best 
characteristics are chosen best = SelectKBest (k=14); In this case, 60% of the variables are taken, so that the 
characteristics that are selected can classify the data in a uniform way. 

 
𝑋𝑋_𝑛𝑛𝑛𝑛𝑛𝑛 =  𝑛𝑛𝑛𝑛𝑛𝑛𝑓𝑓. 𝑏𝑏𝑛𝑛𝑓𝑓_𝑓𝑓𝑛𝑛𝑏𝑏𝑛𝑛𝑛𝑛𝑏𝑏𝑛𝑛𝑛𝑛𝑚𝑚(𝑋𝑋,𝑦𝑦. 𝑣𝑣𝑏𝑏𝑏𝑏𝑣𝑣𝑛𝑛𝑛𝑛. 𝑛𝑛𝑏𝑏𝑣𝑣𝑛𝑛𝑏𝑏()) (14) 
 
𝑛𝑛𝑛𝑛𝑏𝑏𝑛𝑛𝑐𝑐𝑓𝑓𝑛𝑛𝑝𝑝 =  𝑛𝑛𝑛𝑛𝑛𝑛𝑓𝑓.𝑛𝑛𝑛𝑛𝑓𝑓_𝑛𝑛𝑣𝑣𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛𝑓𝑓(𝑛𝑛𝑛𝑛𝑝𝑝𝑛𝑛𝑐𝑐𝑛𝑛𝑛𝑛 = 𝑇𝑇𝑛𝑛𝑣𝑣𝑛𝑛) (15) 
 
The fit_transform () function fits the data and transforms it into an array to be able to use 

get_support (), which allows obtaining an index of the characteristics and thus verifying the degree of 
correlation of the variables through the columns [] function, shown as follows and where they are labeled 
according to the dataset (annual ICFES data). 
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𝑣𝑣𝑛𝑛𝑛𝑛𝑝𝑝_𝑏𝑏𝑛𝑛𝑏𝑏𝑓𝑓𝑣𝑣𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑋𝑋. 𝑐𝑐𝑛𝑛𝑏𝑏𝑣𝑣𝑚𝑚𝑛𝑛𝑛𝑛[𝑛𝑛𝑛𝑛𝑏𝑏𝑛𝑛𝑐𝑐𝑓𝑓𝑛𝑛𝑝𝑝] (16) 
 

In the end, the process undertaken is: 
 
𝑛𝑛𝑛𝑛𝑛𝑛. 𝑏𝑏𝑛𝑛𝑓𝑓(𝑋𝑋_𝑓𝑓𝑛𝑛𝑏𝑏𝑛𝑛𝑛𝑛[𝑣𝑣𝑛𝑛𝑛𝑛𝑝𝑝_𝑏𝑏𝑛𝑛𝑏𝑏𝑓𝑓𝑣𝑣𝑛𝑛𝑛𝑛𝑛𝑛]. 𝑣𝑣𝑏𝑏𝑏𝑏𝑣𝑣𝑛𝑛𝑛𝑛, 𝑦𝑦_𝑓𝑓𝑛𝑛𝑏𝑏𝑛𝑛𝑛𝑛. 𝑣𝑣𝑏𝑏𝑏𝑏𝑣𝑣𝑛𝑛𝑛𝑛. 𝑛𝑛𝑏𝑏𝑣𝑣𝑛𝑛𝑏𝑏()) (17) 
 
𝑦𝑦_𝑝𝑝𝑛𝑛𝑛𝑛𝑝𝑝 =  𝑛𝑛𝑛𝑛𝑛𝑛. 𝑝𝑝𝑛𝑛𝑛𝑛𝑝𝑝𝑛𝑛𝑐𝑐𝑓𝑓(𝑋𝑋_𝑓𝑓𝑛𝑛𝑛𝑛𝑓𝑓[𝑣𝑣𝑛𝑛𝑛𝑛𝑝𝑝_𝑏𝑏𝑛𝑛𝑏𝑏𝑓𝑓𝑣𝑣𝑛𝑛𝑛𝑛𝑛𝑛]) (18) 
 

a. For the 70% of training data with 30% of test data, the Gaussian naive Bayes model gnb=GaussianNB () 
is applied, which is stored in the variable gnb. 

b. The fit with the 𝑏𝑏𝑛𝑛𝑓𝑓 fuction is made. 
c. The prediction of the characteristics related to the 𝑝𝑝𝑛𝑛𝑛𝑛𝑝𝑝𝑛𝑛𝑐𝑐𝑓𝑓() function is made. 

 
2.2.4. Neural networks 

Inspired by biological neural networks, where the input values received from other units connected to 
it are added, comparing the amount with the threshold value and if it equals or exceeds it, it sends the exit [28]. 
The interest is centered on the possibility of learning through a set of observations, taking into account the 
cost function C: F → R, where C represents how far an optimal solution can be according to the problem to 
be solved. This is the reason why we try to minimize the processing cost through the distribution of the data 
and the mean square error [29]. It is exposed to pairs of high amount of data, which is related to y=f(x), 
where ot takes X as input for the generation of a prediction, the Y error is computed and fed back the 
network, whose internal parameters are adjusted in sequence until verifying the accuracy of the neural 
network [30]. The prediction model was made through the perceptron model: 

 
𝑚𝑚𝑛𝑛𝑝𝑝𝑛𝑛𝑏𝑏 =  𝑆𝑆𝑛𝑛𝑞𝑞𝑣𝑣𝑛𝑛𝑛𝑛𝑓𝑓𝑛𝑛𝑏𝑏𝑏𝑏() (19) 
 

Create the set of nodes through the Sequential () function that groups layers in a linear way (one in front of 
the other), which then is divided into eight nodes and an output, so that, when performing tests, the more of 
hidden layer nodes are used, the lower the accuracy. 

 
𝑚𝑚𝑛𝑛𝑝𝑝𝑛𝑛𝑏𝑏. 𝑏𝑏𝑝𝑝𝑝𝑝(𝐷𝐷𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(24, 𝑛𝑛𝑛𝑛𝑝𝑝𝑣𝑣𝑓𝑓_𝑛𝑛ℎ𝑏𝑏𝑝𝑝𝑛𝑛 = (𝑋𝑋. 𝑛𝑛ℎ𝑏𝑏𝑝𝑝𝑛𝑛[1], ), 𝑏𝑏𝑐𝑐𝑓𝑓𝑛𝑛𝑣𝑣𝑏𝑏𝑓𝑓𝑛𝑛𝑛𝑛𝑛𝑛 = ′𝑛𝑛𝑛𝑛𝑏𝑏𝑣𝑣′)) (20) 

 
𝑚𝑚𝑛𝑛𝑝𝑝𝑛𝑛𝑏𝑏. 𝑏𝑏𝑝𝑝𝑝𝑝(𝐷𝐷𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(1, 𝑏𝑏𝑐𝑐𝑓𝑓𝑛𝑛𝑣𝑣𝑏𝑏𝑓𝑓𝑛𝑛𝑛𝑛𝑛𝑛 = ′𝑛𝑛𝑛𝑛𝑛𝑛𝑚𝑚𝑛𝑛𝑛𝑛𝑝𝑝′)) (21) 
 
We adhere the 24 variables selected previously to the model variable together with the Dense () 

function, and applying the activation function = 'relu', which is the one that returns an output from an input 
value, and for this case, the function that was used was the Sigmoide function. 

 
𝑚𝑚𝑛𝑛𝑝𝑝𝑛𝑛𝑏𝑏. 𝑐𝑐𝑛𝑛𝑚𝑚𝑝𝑝𝑛𝑛𝑏𝑏𝑛𝑛(𝑏𝑏𝑛𝑛𝑛𝑛𝑛𝑛 = ′𝑚𝑚𝑛𝑛𝑏𝑏𝑛𝑛_𝑛𝑛𝑞𝑞𝑣𝑣𝑏𝑏𝑛𝑛𝑛𝑛𝑝𝑝_𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛′, (22) 
 
𝑛𝑛𝑝𝑝𝑓𝑓𝑛𝑛𝑚𝑚𝑛𝑛𝑜𝑜𝑛𝑛𝑛𝑛 = ′𝑏𝑏𝑝𝑝𝑏𝑏𝑚𝑚′, (23) 
 
𝑚𝑚𝑛𝑛𝑓𝑓𝑛𝑛𝑛𝑛𝑐𝑐𝑛𝑛 = [′𝑛𝑛𝑛𝑛𝑛𝑛𝑏𝑏𝑛𝑛𝑦𝑦_𝑏𝑏𝑐𝑐𝑐𝑐𝑣𝑣𝑛𝑛𝑏𝑏𝑐𝑐𝑦𝑦′]) (24) 
 
It is calculated as the average of the squared differences and the predicted and actual values through 

the 'mean_squared_error'; with the 'adam' optimization, which is based on the adaptive estimation of first and 
second order moments, and the output metrics that are adjusted in binary form. 

 
𝑚𝑚𝑛𝑛𝑝𝑝𝑛𝑛𝑏𝑏. 𝑏𝑏𝑛𝑛𝑓𝑓(𝑋𝑋_𝑓𝑓𝑛𝑛𝑛𝑛𝑓𝑓,𝑦𝑦_𝑓𝑓𝑛𝑛𝑛𝑛𝑓𝑓, 𝑛𝑛𝑝𝑝𝑛𝑛𝑐𝑐ℎ𝑛𝑛 = 100) (25) 

 
𝑛𝑛𝑐𝑐𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =  𝑚𝑚𝑛𝑛𝑝𝑝𝑛𝑛𝑏𝑏. 𝑛𝑛𝑣𝑣𝑏𝑏𝑏𝑏𝑣𝑣𝑏𝑏𝑓𝑓𝑛𝑛(𝑋𝑋_𝑓𝑓𝑛𝑛𝑛𝑛𝑓𝑓, 𝑦𝑦_𝑓𝑓𝑛𝑛𝑛𝑛𝑓𝑓) (26) 
 
𝑚𝑚𝑛𝑛𝑝𝑝𝑛𝑛𝑏𝑏. 𝑝𝑝𝑛𝑛𝑛𝑛𝑝𝑝𝑛𝑛𝑐𝑐𝑓𝑓(𝑋𝑋_𝑓𝑓𝑛𝑛𝑏𝑏𝑛𝑛𝑛𝑛). 𝑛𝑛𝑛𝑛𝑣𝑣𝑛𝑛𝑝𝑝() (27) 
 

At the end, the model is adjusted through epochs to perform the iterations between nodes, the evaluation on 
each iteration of both training and test data (evaluate ()) and the prediction of the model. 
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3. RESULTS AND DISCUSSION 
The prediction models allowed us to select the variables that stand out from the student's 

information and the scores obtained through percent tages. 
 
3.1.  Models 
3.1.1. Naive Bayes 

Figure 1 shows how in Colombia the number of people who want to study and obtain a university 
degree has gradually increased, however, the choice of university major is being affected by variables such 
as: gender, residential areas, social stratum and information technologies. This happens because some 
students don’t have the tools and opportunities to be able to study, it is the case of rural areas where the 
percentage remained stable during these three years. Even so, people are seeking to study a professional 
major in large cities, due to the accessibility of information, the program they want to study and the time they 
plan to invest during their studies along with a high percentage of daily reading and Internet use. 

When comparing the Bogota’s 2016 Saber Pro Tests article [8], social variables are added to verify 
how it affects their academic performance. The average numbers tend to have results in the median. 
However, each one suggests that when the education level of the family is higher as well as when the amount 
of money they make is higher and when the region they live is better, they have better chances to access and 
stay in any university, something that happens in the Naïve Bayes algorithm because the variables are similar 
and the data are between 40% and 80%, both use a correlation matrix to select a higher precision, and thus, 
the demand for students will continue to increase. 
 
3.1.2. Neuronal networks 

In Figure 2 the use of Tensor Flow and Keras, that are neural networks libraries, allowed the model 
to evaluate characteristics of the data, both numerical and categorical, as well as all the columns of the data. 
It helped determine which of them affected in greater proportion the separation of the information into nodes, 
until a single output is obtained. When comparing multilayer perceptron algorithm, which is a variant of 
neural networks [18], the results were as follows: 
a. The multilayer perceptron had a percentage that does not exceed 1%, however, the same occurs with the 

margin of error, where the number of nodes created did not generate a significant response when 
compared to the prediction related to students learning. 

b. In the results obtained with the neural networks, most of the variables presented null percentages or 
percentages below 50%, due to the amount of information analyzed. Gender continues to greatly affect 
the selection of majors related to Mathematics, Engineering and Teaching, since the percentages of 
students who study this type of majors require greater motivation (the government is an important 
supporter that provides alternatives and incentives for the students’ population, as well as the economic 
resources that owns each family group). Additionally, if compared with secondary sources, the authors 
mention that all people regardless of gender, family and area of residence, can have access to education, 
having motivational support factors that drive their desire to learn such as the love towards reading books. 

 
3.1.3. K nearest neighbors 

In Figure 3. The development of this prediction model takes into account the variables that are 
closest to each other, compared to all the others. It relates an average of 1 million of individual data which 
allows to generate more details around the important variables. 

The analysis on each variable shows relevant results, the majority above the average, which allowed 
obtaining clear trends on Higher Education in Colombia: 
a. Women have a higher participation (68%) in majors related to Mathematics, Engineering and Teaching. 
b. The urban area continues to be the place of preference for applying for higher education (94%). 
c. The use of internet increased by 50% in the past year. 
d. The support of the family continues to be important in the academic learning of the children. 
e. Motivation to learn increased by 50%, taking into account the variable “Daily Reading Dedication”. 
f. The mother's education exceeds that of the father by 5%. 

In the case of the “Evolution of the inequality of educational opportunities from secondary 
education to university” [17], it is displayed as follows: 

The education of the parents and especially the higher percentage contribution of the mother, which 
is increasing. However, after some time, the mean has increased by 5%, and, according to secondary sources, 
it is one of the most important topics that the student needs to retain knowledge. This determines the good or 
bad results that students will have on a Saber 11 or a Saber pro test for when students to have better results in 
the Saber 11 and Saber Pro tests, especially in the areas of mathematics and reading. 
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Figure 1. Results naive Bayes 
 

Figure 2. Results neural network 
 

Figure 3. Results KNN 
 
 

3.1.4. K-means 
The K means prediction model algorithm has an unsupervised learning approach, this means that it 

is used to explore data that does not have a specific objective or it is not possible to determine what 
information is stored, considering null data, not relevant data, and data with low percentages. This situation is 
considered. Biased information in ICFES’ database, so it is very important to verify what relationship each 
one has, the dispersion of the data and which are related to each other. The largest amount of data is grouped 
in an amount of approximately 100 thousand, and in which the approximation is found in the mean (55%) 
taking into consideration the variables that are related to the study: gender, stratum, scores, education, 
academic program and autonomous learning, highlighting other variables of a specific nature of each major). 
There’s an important impact on the following variables that were analyzed (Mathematics, Engineering and a 
general degree). Besides, the Model implies that entrepreneurship predominates in the next generations, since 
students want to know everything in order to achieve their goals. 

When comparing the factors associated with academic performance in mathematics in the Saber 11 
tests from 2015 to 2016 [9], 709,421 data sets were analyzed with a percentage of accuracy of 67%. In the 
case of the mathematics test this has a precision above the average, with a total of 313,231 students. The 
same occurs with behavior patterns such as: stratum, working day, age, gender and having technological 
devices, which identifies that social and individual variables are key for both Saber 11 and Saber Pro tests. 
 
3.2.  Best forecasting model 

The results obtained while applying the prediction model, it was possible to see that the model with 
greater precision was the one in which the K closest neighbors algorithm was applied, since the studied 
variables presented percentages above the average considering gender, place of residence, daily reading and 
internet. Likewise, the model with K closest neighbors had results that were closest to the data when applying 
the algorithm together with the confusion matrix, which generated that the degree of correlation was 
efficient. However, a characteristic that should be highlighted is that it was one of the algorithms that had 
“neighboring” classifications with 12 variables. This means that it had fewer variables compared to the other 
Models, for example, in the case of naive Bayes and K-means, models that had 14 variables and the iterations 
in neural networks were used with all the proposed variables, something that allowed the degree of training 
with the Model applied with the closest neighbors K algorithm to be optimal. 

 
 
4. CONCLUSION 

The prediction models seen in this process allowed us to estimate the different alternatives, trends 
and needs of the student population in Colombia. In this case, the statistics provided by ICFES compared to 
the models used with supervised and unsupervised algorithms have been very useful to establish the progress 
of each student according to their results’ history and their basic information at the end of their university 
degree. With all the information mentioned and analyzed above, it was possible to determine that the 
alternatives provided by the algorithms focused on the prediction for the development of a Model allowed us 
to analyze the statistical data and to show the different behaviors of the variables that are associated with the 
standardized Saber Pro tests. 



Int J Elec & Comp Eng  ISSN: 2088-8708  
 

Forecasting model with machine learning in higher … (Daniel Esteban Martínez Cervera) 

5409 

During the development of the prediction models, the algorithms applied presented a considerable 
amount of results, however the presence of null data in the ICFES information altered the process in certain 
variables with the use of supervised algorithms, which did not occur with the applied model with an 
unsupervised algorithm, since it takes into account unknown variables or non-relevant information, so that an 
improvement to the process is the union of a supervised algorithm with another unsupervised or semi-
supervised, so that although it does not count with the data, it allows that the accuracy of the model is higher 
and even add data both at the University and College level. 

Likewise in the Model were used regression algorithms, neural networks, grouping, bayesians, 
however, it can be added deep learning algorithms, dimension reduction and decision trees, with the purpose 
of be able to perform functions such as: reduction of dimension in the number variables to use, data learning 
through layers of algorithms, in case of data such as images are added, further that there are some columns 
that work in binary form (economic situation, diseases, property, among others) which a tree-like structure 
allow representing nodes information, where each branch represents a result. 
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