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 In the following article, it is presented a human-robot interaction system 

where algorithms were developed to control the movement of a manipulator 

in order to allow it to search and deliver, in the hand of the user, a desired 

tool with a certain orientation. A convolutional neural network (CNN) was 

used to detect and recognize the user's hand, geometric analysis for 

the adjustment of the delivery status of the tool from any position of 

the robot and any orientation of the gripper, and a trajectory planning 

algorithm for the movement of the manipulator. It was possible to use 

the activations of a CNN developed in previous works for the detection of 

the position and orientation of the hand in the workspace and thus track it in 

real time, both in a simulated environment and in a real environment. 
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1. INTRODUCTION 

The human-robot interaction requires a machine vision system that allows the robot to recognize  

the human movement and interpret it as an instruction for the execution of a certain task, as clarified in [1] 

and [2]. Some of these cooperative works lead to the need to develop algorithms that allow the interaction 

between both, making control over the force exerted by the manipulator at the point of contact with  

the human, as explained in [3], or using an intelligent support system in the execution of tasks performed by 

an operator, where human effort is minimized and the execution of the task is optimized, as shown in [4]. 

For the developed application exposed in this article, human intention is represented as the hand that 

expects to receive a tool, and the task of the robot is to go and deliver the tool in it, which can change 

position and orientation at any time. This type of applications requires a machine vision system that allows 

the manipulator to see and follow the hand continuously as well as a control system that moves the end 

effector of the manipulator to its destination, regardless of whether it is changing, and that in turn allows 

adjusting the orientation of the tool to be delivered, so that it can be held by the user. 

Some previous studies related to human-robot interaction involves sensor for the task of interaction 

in the gripper of a 3 DOF robot, as a previous stage of use of machine vision, as explained in [5]. 

Additionally, it must have the ability to recognize the joints of the hand and its varied positions [6] for  

the development of complex tasks such as video games and human-computer interactions. Even taking jobs 

like wearable robots where the interaction allows reduce the human metabolic energy cost in physical 

movements [7]. All this set of activities involves, generally, the use of cameras or depth sensors that allow to 

extract the hand from the environment, together with its articulations, as shown in [8, 9], and that 

simultaneously, manage to track with techniques like artificial intelligence or the use of correlations filters, 

respectively. 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

Tool delivery robot using convolutional neural network (Javier Pinzon-Arenas) 

6301 

Artificial intelligence technique based on deep learning is exposed in [10] for give smart attributes 

to a robot used as assistant, the convolutional neural network (CNN) was used to develop the algorithm to 

human robot interaction. Convolutional networks have many applications in the top of the state of art, 

example like biological image classification [11], handwritten character recognition [12] and detection  

of packed and unpacked malware [13], they are recent researches of different science field's that use  

this technique. 

Based on it, this work is oriented to integrate the above concepts in the development of a new 

human-robot interaction system, in charge of facilitating different types of tools to a user through  

an anthropomorphic manipulator, whose displacement depends on the location of the hand, where  

the enviroment is captured by a camera and recognized by means of a CNN. For the final orientation of  

the gripper of the manipulator, a correction of the delivery status of the tool is generated, which allows  

the robot to leave the instrument in the hand of the user in such a way that it can generate a cylindrical grip 

on the element, as a complementary support of state of art in human-robot interactions. As a complement of 

previous works relates in the state of art like [14, 15]. 

The development of this application is fundamental for the programming of an assistive robot, for 

example, in the medical area, where it operates as an instrumentalist with the ability to provide the surgical 

instruments to the doctor [16], delivering them in the hand with the appropriate orientation for its support.  

In previous works, the recognition and classification part of surgical instrumentation has been solved to allow 

the manipulator to find the tool requested by the user, hold it and take it to a certain point, in addition to 

training a CNN for the classification of hand gestures (such as open or closed), as shown in [17]. In such  

a way that the next step is based on the delivery of the instrument in the palm of the user, which is exposed 

below, as a contribution to the state of the art. 

The integration of a robotic agent with artificial intelligence systems is common [18], where CNNs 

allow this integration at different scales such as robotic control [19], cleaning robots [20] or recyclers [21]. 

This technique has demonstrated its versatility [22] and articulation capacity with other techniques [23, 24], 

even in virtual robotic work environments [25], which is why they are the technique used in this 

development. The paper is divided into 3 main sections, where the first explains in detail the methodology 

developed for the execution of the hand tracking algorithm by the manipulator, and the adjustment of  

the delivery status of the tool. The following presents the results and analyzes achieved, and in the last 

section the conclusions obtained from the application are presented. 

 

 

2. RESEARCH METHOD 

A robotic assistance algorithm was developed whose objective is to provide tools to a user by 

constantly monitoring his hand within a limited work area, and finalizing the delivery process with an 

adjustment of the orientation of the tool, rotating it until it is arranged in such a way that a cylindrical grip 

can be generated on it, as shown in Figure 1. 

A CNN was trained, and segmentation algorithms were used for hand recognition during a video 

sequence and data augmentation techniques [26].  Subsequently, the inverse kinematics of the manipulator 

was calculated to execute its displacement, and geometric analysis was used to adjust the delivery status of 

the tool with respect to the position of the user's hand, at the moment when the robot stops on the palm of  

the hand. Figure 2 shows the sequence of basic operation of the algorithm, in which a total of 5 steps are 

demarcated, where the first takes the manipulator to the initial position shown in Figure 7a, with the tool held 

by the gripper, and the following three are responsible for executing the tracking of the hand and  

the adjustment of the delivery of the tool, repeating in a cycle that only ends when the gripper is on the hand 

and the tool has already been accommodated for the grip, then it is passed to the fifth step and the algorithm 

is finished. 

 

 

 
 

Figure 1. Cylindrical grip 
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Figure 2. Algorithm flowchart 
 

 

2.1.  Manipulator trajectory 

An algorithm was developed that allows to set a curved path between the hand of the user and  

the manipulator, and recalculate it each time the position of the hand varies significantly. The trajectory is 

calculated in such a way that the speed of displacement of the end effector is controlled, ensuring a linear 

velocity equal to zero at the beginning and end of the trajectory, describing a parabolic behavior as shown in 

Figure 3, where the maximum velocity in the middle of the path is reached. For the displacement of the end 

effector, a trajectory with cubic behavior is used for the X axis, the Y axis and the Z axis, as shown in  

Figure 4, where the robot generates small displacements at the ends of the trajectory and great advances in 

the middle of it, thus allowing to ensure the desired speed. 
 
 

  
 

Figure 3. End effector velocity 
 

Figure 4. Displacement of the end effector 
 

 

To calculate each of the points of the trajectory in the three coordinate axes, (1) was used, which 

describes the cubic behavior shown in Figure 4, where x(t) is the position function for any of the coordinate 

axes, a,b,c,d are constants, and t is the time, which is between 0, for the initial position, and the total time of 

the execution of the movement (Tt), defined by the user. For the calculation of each of the constants of (1), 

the velocity function of (2) was obtained, deriving equation (1) with respect to time, and it was established 

that the initial (v_i) and final velocity (v_f) should be equal to zero, as previously shown in Figure 3. 
 

𝑥(𝑡) = 𝑎𝑡3 + 𝑏𝑡2 + 𝑐𝑡 + 𝑑 (1) 

 
𝑣(𝑡) = 𝑎𝑡2 + 𝑏𝑡 + 𝑐 (2) 

 

Then, the position and velocity functions were evaluated for a time t=0 and for t=Tt to find  

the constants a,b,c,d. Finally, the constants found in (1) were replaced, and t was replaced by different 

equispaced time instants to generate the complete trajectory as a set of 50 intermediate points between 

the initial (x(0)) and final (x(Tt)) position of the trajectory, and the manipulator and the inverse kinematics 

presented in [14] were used to execute the movement in the application. 
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2.2.  CNN for the detection and orientation of the hand 

The CNN trained in [13] was used for the recognition and classification of the hands, and 

a segmentation algorithm was developed in which an image of the working background is captured and  

the average of the tones of the whole image is obtained, in such a way that the object that is located under  

the camera and that has a different color to the background will be recognized as the user's hand, and will be 

cropped from the original image to be sent to the CNN. Data augmentation techniques have been used in 

training to improve the database used [27]. 

Once that image is entered in the CNN, the first activation of the network is extracted, i.e. the result 

of passing the image through the first ReLU (Rectified Linear Unit) layer of the network, and then it is 

binarized in order to obtain the overall shape of the hand, as shown in Figure 5. This form allows knowing 

the orientation of the hand, generating an ellipse on the largest number of white pixels of the binarized image, 

and taking the angle of inclination between the horizontal of the image and the major axis of the ellipse  

θm shown in Figure 5. Additionally, the final position of the hand is obtained when extracting the center of 

the box that covers it, as shown in Figure 6 ("+" sign). In this way, the manipulator seeks to bring the tool to 

the "+" symbol, and when placed on it, adjusts the orientation of the tool, and makes sure that when finished, 

it has not changed neither the location of the hand nor its orientation to finally deliver the tool. 

 

 

  
 

Figure 5. Orientation of the hand 

 

Figure 6. Tracking the hand in a real environment 

 

 

2.3.  Hand tracking algorithm 
Once the manipulator has grasped the desired tool and moved it to the position shown in Figure 7(a), 

it is proceeded to calculate the first tracking path of the hand, generating 50 points between the current 

position of the final effector (initial position x(0)) and the current position of the hand (final position x(Tt)), 

which is obtained by means of the segmentation algorithm, which extracts the coordinates of this one from an 

image of the workspace, like the one shown in Figure 7(b). 

 

 

 
 

Figure 7. (a) Initial position for hand tracking and (b) example of workspace capture 
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Once the trajectory is generated, the manipulator moves point by point using the inverse kinematics, 

and in each step a photo of the workspace is captured again to search the hand again and thus detect changes 

of its position, in a constant way. Depending on how far the new position of the hand is located with respect 

to the first detected position, stored as x(Tt), the algorithm is passed to a series of conditionals that change 

the trajectory of the manipulator to bring it to a new final position. Figure 8 shows the trajectory changes 

generated by the variation in the location of the hand during the tracking process, where x(ta) is the current 

position of the hand, u1,u2,u3 are the distance thresholds that determine how close or far the hand is from  

the position x(Tt), P1%,P2%,P3% are percentages where P1%>P2%>P3%, Pa represents how much 

percentage of the trajectory has traveled the manipulator so far, and P is equal to the percentage P1%, P2% or 

P3% of the conditional to which the program has entered. 

 

 

 
 

Figure 8. Hand tracking conditionals 

 

 

In the first instance, it is evaluated if the difference between x(Tt) and x(ta) is less than u1, i.e. 

if the hand is close enough to its previous position to consider that it has not moved, otherwise it is evaluated 

how far it is from its first position. For a distance between u1 and u2, it is said that the hand is not very far 
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from x(Tt), so a percentage P1% close to 100% is established so that the robot almost ends its trajectory 

before correcting its direction in search of the hand. For a distance between u2 and u3 is said that the hand is 

fairly far away, so a P2% percentage close to 50% is set to avoid the end effector moving to a point not very 

close to its final objective. For a distance greater than u3, it is said that the hand is very far from its first 

position, so a P3% close to 0% is set to recalculate the trajectory quickly and correct the direction of advance. 

Then, it is evaluated what percentage of the trajectory the manipulator has moved (Pa), and if it is 

greater than P, the trajectory is immediately stopped and the next one is recalculated with the new values of 

x(0) and x(Tt), otherwise, it is expected that the manipulator reaches the percentage P of advance before 

stopping the trajectory and calculating the next one. In case the difference between x(Tt) and x(ta) is less than 

u1, the established trajectory is completed, the delivery status of the tool is adjusted, the current position of 

the hand is again compared with x(Tt), and if it is still less than u1, the tool is delivered and the monitoring is 

completed, otherwise a new trajectory is recalculated with the new values of x(0) and x(Tt). 

 

2.4.  Delivery status adjustment 
Each time the manipulator completes 100% of its trajectory, the degree of rotation required by  

the gripper is calculated to equalize its orientation to that of the hand and thus adjust the tool to a cylindrical 

grip. The program is responsible for equaling the angle of rotation of the gripper θP to the orientation of  

the hand θm, for which (3) to (6) are applied, where (3) calculates the angle of rotation θR between the point 

where the tool is and the horizontal axis of the system as shown in Figure 9, in (4) calculates the current 

orientation of the gripper θP adding the previous rotations θi to its initial orientation that is at -90° from θR. 

By (5), the difference between the current rotation of the hand θm and the current orientation of the gripper is 

calculated, in order to add this difference to θP to equal it to the orientation of the hand, leading by default 

the tool to be located perpendicular to the sagittal plane of the hand to allow the cylindrical grip. In (6) 

updates θi, adding the new rotation applied θRot to the previous rotations. 

 

𝜃𝑅 = 180° − tan−1
𝑊 − 𝑦

𝐻 − 𝑥
 (3) 

 

𝜃𝑃 = 𝜃𝑅 − 90° + 𝜃𝑖 (4) 

 

𝜃𝑅𝑜𝑡 = 𝜃𝑚 − 𝜃𝑃 (5) 

 

𝜃𝑖 = 𝜃𝑅𝑜𝑡 + 𝜃𝑖 (6) 

 

Where W and H are the width and height of the image captured by the camera, respectively, and X, 

Y are the current coordinates of the end effector at the end of 100% of a trajectory. Figure 9 shows the angles 

and dimensions used for the adjustment of the delivery status, as well as an example of a first orientation 

already made and the new angles to be calculated, to generate the adjustment of the tool to a new position of  

the hand. This algorithm allows adjusting the delivery status of the tool from any orientation of the gripper to 

any orientation of the hand, useful for cases in which after having made a first adjustment, the hand has 

moved and the robot must follow it again and make a second adjustment. 

 

 

 
 

Figure 9. Delivery status adjustment 
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3. RESULTS AND DISCUSSION 

Figure 10 shows the result obtained by the algorithm for a real work environment such as that posed 

in Figure 7(b), whose behavior follows the movements of the simulated robot in VRML of MATLAB®, 

performing the delivery of the tool in both environments, virtual and in real time, simultaneously. As can be 

seen in Figure 10, the simulation shows the tracking performed by the robot towards the hand and  

the adjustment of the delivery status of the tool, such as the position and orientation of the hand in the real 

environment. The only difference between both situations is that the real robot does not adjust the orientation 

of the tool because it does not have this degree of freedom. Ten tests were performed to determine 

the average time it takes for the manipulator to deliver the tool, from its initial position for tracking the hand 

see Figure 7(a) to the adjustment of the delivery status, making 5 different position changes for each test. 

Additionally, from each of the tests, the distance between the position of the end effector and the hand 

position, extracted by the algorithm, was measured to obtain a margin of error in the accuracy of the delivery. 

Table 1 shows the time used by the application for the delivery of the tool and the distance difference 

between the desired point and the final effector, taken in millimeters. 

 

 

 
 

Figure 10. Delivery of the tool both in simulation and in a real environment 

 

 

Table 1. Results obtained 
Test Time (s) Distance error (mm) 

1 15.14 1 

2 19.57 5 

3 10.25 17 

4 15.45 8 

5 13.73 3 

6 16.04 2 

7 15.01 1 

8 16.30 2 

9 16.76 3 

10 15.32 9 

Average 15.357 5.1 

 
 

The application takes around 15s to track the hand, with changes in position during the application, 

and it has a margin of error of less than 10mm in most cases. As can be seen in Figure 10, one of the greatest 

difficulties of the application is the recognition of the hand when the manipulator is near or on top of it. 

Because the object detection algorithm includes all those whose difference of tones with the background is 

higher than a threshold, the algorithm tends to recognize the robot as part of the hand, which generates that 

the size of the box that covers it expands and covers the manipulator, displacing the real position of the hand, 

as shown in Figure 10. On the other hand, the presence of the manipulator on the hand causes deterioration  

or failure of the detection of the orientation of the hand, because in the first activation of the network  

the robot is recognized as part of the hand, causing the ellipse to encompass part of the robot and deflect  

the inclination. 

 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

Tool delivery robot using convolutional neural network (Javier Pinzon-Arenas) 

6307 

4. CONCLUSION 

This algorithm is the ideal complement for human-robot interaction works, such as the development 

of assistance robots, since it is capable of ensuring the delivery of the object desired by the user regardless of 

the location of his hand, its orientation or any change in delivery conditions that occurs at any point in  

the interaction process. The delivery of tools made by the robot allows the user to concentrate on the task he 

is developing, either a surgery or the repair of a vehicle, since the user do not have to spend part of the time 

looking for a tool among a large set of elements, but only ask for it and wait for it to be delivered. 

It is proposed to train a CNN that recognizes the hand even when it has an obstruction on it, in order 

to obtain activations capable of focusing clearly on the hand, and not on the robot, and to ensure that the box 

covering the hand is more accurate and does not cover more than necessary. As a second option, a more 

robust object detection algorithm could be used that only extracts the hand from the work environment and 

enters it into the CNN already trained. Despite the difficulties presented when detecting the position and 

orientation of the hand, the algorithm has the ability to follow the desired end point, even if it moves and 

changes position constantly, and can also correct the orientation of the tool, the number of times it is 

necessary, until it detects that it really is in the position and orientation necessary to carry out the delivery. 
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