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 In neural networks, simultaneous determination of the optimum structure and 

weights is a challenge. This paper proposes a combination of teaching-

learning based optimization (TLBO) algorithm and a constructive algorithm 

(CA) to cope with the challenge. In literature, TLBO is used to choose proper 

weights, while CA is adopted to construct different structures in order to 

select the proper one. In this study, the basic TLBO algorithm along with an 

improved version of this algorithm for network weights selection are utilized. 

Meanwhile, as a constructive algorithm, a novel modification to multiple 

operations, using statistical tests (MOST), is applied and tested to choose 

the proper structure. The proposed combinatorial algorithms are applied to 

ten classification problems and two-time-series prediction problems, 

as the benchmark. The results are evaluated based on training and testing 

error, network complexity and mean-square error. The experimental results 

illustrate that the proposed hybrid method of the modified MOST 

constructive algorithm and the improved TLBO (MCO-ITLBO) algorithm 

outperform the others; moreover, they have been proven by Wilcoxon 

statistical tests as well. The proposed method demonstrates less average error 

with less complexity in the network structure. 
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1. INTRODUCTION 

Artificial neural networks (ANN), having a strong similitude to biological networks, have the ability 

to learn noise data as well as the ability to classify and recognize different types of input patterns. These take 

place only if the neural network is well trained without an over-fitting or under-fitting model. The most well-

known training algorithm is the back propagation [1], but it has numerous drawbacks such as trapping in 

local minima [2]. Hence, researchers have decided to utilize evolutionary algorithms instead. In addition to 

the training and determination of optimal weights, another critical issue is the design of an appropriate ANN 

architecture. Many studies have been conducted for architecture as well as weight optimization. For instance, 

in applying a novel method based on Gaussian-PSO and fuzzy reasoning [3] ANN weight and structure 

optimization is presented. In literature, there are other methods to optimize ANN architecture, namely 

constructive algorithms and pruning algorithms. Constructive algorithms have many advantages over pruning 

algorithms, such as easy initiation, less complexity of the final solution, and lighter load of computation. 

Furthermore, CA’s are able to freeze the existing weights in the neural network if they are useful in output; 

as a result, resulting in the reduction of the required time and memory. In pruning algorithms, several 
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problem-dependent parameters are to be properly identified in order to obtain an acceptable network with 

a satisfactory performance. This makes it difficult to be used in real-world applications [4]. 

This paper portrays a combination of random search procedures and systematic methods, proposing 

hybridizing improved teaching-learning algorithms with constructive algorithms for the purpose of ANN 

design. The hybrid is advantageous, for teaching-learning algorithm is a parameter-independent optimization 

algorithm that balance between exploration and exploitation. Meanwhile, constructive algorithms are adopted 

to select an appropriate ANN architecture. Since using constructive algorithms is cost-effective in terms of  

the training-time and complexity of ANN, it hinders the production of networks with an inefficient very large 

architecture. This paper, with the aim of simultaneously optimizing the ANN weights and architecture, 

combines training and constructive algorithms applied to ten classification problems and two-time series 

prediction problems, as the benchmark. After evaluating the performance of proposed hybrid algorithms and 

comparing their results, it was found that the proposed method outperformed other algorithms. The proposed 

combination method proves to have a lower mean error in most cases. The rest of this study is organized as 

follows: Section 2 provides a brief description of the algorithms that we provided. Then, in Section 3, 

a hybrid proposed method to ANN optimization is presented. In Section 4, the experimental results of the 

application of the proposed approaches to the ANN problems are reported, and finally, the conclusion is 

drawn in the last section. 

 

 

2. ALGORITHM DESCRIPTION 

2.1.  Improved teaching-learning based optimization (ITLBO) 

Although TLBO provides high-quality solutions in the least amount of time and has a great stability 

in convergence [5], in the learner phase of this algorithm, learners randomly choose another learner from  

the population. This difficulty leads to a lack of balance between the two concepts of diversity and 

convergence. ITLBO with an improvement into basic TLBO overcomes this difficulty. In this algorithm, 

the teacher phase is the same as the teacher phase in the basic TLBO algorithm and the learner phase is 

expressed as follows. The ITLBO has been developed to improve the weaknesses of TLBO algorithm; 

for example, in TLBO random choices due to low local search capability, but in ITLBO with addition 

concept of neighborhood we trying to reduce random choices and utilize of neighborhood abilities. This issue 

increases local search and global search capability. The main sections of ITLBO are as follows: 

 

2.1.1. ITLBO learner phase 

In this phase, each learner is encoded with an integer and placed in a rectangular array. learners may 

learn from their neighbors or from the best individual in whole class. This process is based on local search 

ability; furthermore, balance between global search and local search ability is applied. In local search, each 

learner updates his position with Pc probability by the best learner in his neighborhood (or 𝑋𝑖,𝑡𝑒𝑎𝑐ℎ𝑒𝑟) and also 

global best learner that in population. 

 

𝑋𝑖,𝑛𝑒𝑤 =  𝑋𝑖,𝑜𝑙𝑑 + 𝑟2. (𝑋𝑖,𝑡𝑒𝑎𝑐ℎ𝑒𝑟 − 𝑋𝑖,𝑜𝑙𝑑) + 𝑟3. (𝑋𝑡𝑒𝑎𝑐ℎ𝑒𝑟 − 𝑋𝑖,𝑜𝑙𝑑)    (1)  

 

Where 𝑋𝑖,𝑡𝑒𝑎𝑐ℎ𝑒𝑟 is the teacher in 𝑋𝑖 neighborhood, 𝑋𝑡𝑒𝑎𝑐ℎ𝑒𝑟  is teacher of whole class, 𝑟2 , 𝑟3 are random 

numbers in the range of (0, 1). The new position of each learner will be accepted if its fitness value has 

improved. In the concept of global search, if Pc probability don’t meet, each learner chooses a random 

learner (𝑋𝑗) from the whole class to provide the learning goal, if 𝑋𝑗  is better than 𝑋𝑖, or otherwise, learning 

occurs according to learner phase in basic TLBO. Therefore, using these operations both local and global 

search capability will be obtained. All the accepted learners at the end of learner phase are preserved. Due to 

the enhanced exploitation ability along with the exploration ability, which already existed in the learning 

phase of the original algorithm, we use the concept of neighborhood in the classroom. For each individual in 

the population exist a number of neighborhood member that learn from the best one. For maintain of 

diversity after a number of iterations the neighborhood members of each individual are changed. This issue 

balance between the exploration and exploiting abilities. Other advantage there is in this algorithm, when 

a new position is obtained for each member, it may lead to the production of decision variables values that 

are out of the range of the definition interval. In this case, most researchers use the convergence approach to 

the upper and lower bound according to algorithm, but this method is Old and disabled method witch cause 

algorithm to local optima. In the improved teaching-learning based optimization method, we use modified 

technique to check boundaries of the variables [6]. Its advantage is avoiding equalization of the decision 

variables. 
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2.2. Modified MOST algorithm (MMOST) 

Determining the architecture of artificial networks has lured many researchers in the field in recent 

years. We used Multiple Operators using Statistical Tests algorithm MOST [7]. In MOST algorithm, there 

isn’t any controlled method for change struture. This algorithm may have large changes in network structure 

during the algorithm. Another weakness of this algorithm is the addition of layers frequently without any 

condition to control. In modified MOST algorithm, the operator pool was removed. For changing structure 

neurons are added one after another. Selecting the new structures is done more carefully by adding multiple 

conditions. At the beginning, algorithm starts with a single hidden layer network by the minimum number of 

neurons. We chose one of popular approach for allowed minimum number that is the average of number of 

output layer and input layer. Network in the first step has a single hidden layer and neurons are added 

continually to the hidden layer to obtain a proper structure of the network. To avoid creating very large 

structures for networks, the neurons are added to single hidden layer of the network until they don’t exceed 

Max-hidden number. In fact, networks with very large structure not only don’t have good generalizability, 

but they also increase the computational time of the algorithm. To eliminate this weakness, we add 

the second layer to network structure to create proper architecture with a probability less than P. after adding 

the second layer, the number of neurons in each hidden layer is set by min-hidden. MMOST constructive 

algorithm chooses the best architecture between constructed structures. So, as noted above, the differences 

between the MMOST and MOST algorithm are as follows: operator’s pool is deleted; neurons are 

continually added; and there is a more precise choice between the three previous, current and the candidate 

architectures. 

 

 

3. THE PROPOSED METHOD 

In this paper, we proposed a combination algorithm for producing a neural network with proper 

structure and weights, to simultaneous optimization of weights and structure. For this purpose, a combination 

of the modified MOST constructive algorithm with an improved version of the training algorithm was 

proposed. The role of the constructive algorithm in the proposed algorithm is to construct different structures 

in order to select the proper one, which is carried out by using a switching systematic approach between the 

various structures allowed for the neural network. On the other hand, the role of training algorithm is to find 

optimal weights for the structure that is created by the constructive algorithm. Using constructive algorithms 

in creating a network architecture reduces computational cost and complexity. But using these algorithms in 

solving noisy problems [8] has failed, which in combination with other techniques, such as the use of 

evolutionary algorithms, can be effective in improving the constructive algorithm. In addition, we have made 

some modifications on the MOST constructive algorithm. For a more detailed description, the pseudo code of 

the proposed hybrid algorithms is shown in Figure 1. In other words, in order to clarify the combination of 

evolutionary training algorithms and constructive algorithms, we showed the process in flowchart by 

Figure 2.  
 

 

 
 

Figure  1. Pseudo code combined algorithm 
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Figure 2. Flowchart of hybrid algorithm 

 

 

4. COMPARISON RESULTS 

In this section, we evaluate the effectiveness of proposed hybrid methods. These algorithms are 

applied to ten classification problem and two time series prediction problems. We compare the performance 

of the proposed hybrid algorithms first with each other and then with other available methods. 

 

4.1.  Definition of classification and time series prediction problems 

The task of assigning a sample to a proper group, based on the characteristics of describing that 

object in a problem, is defined as classification. The classification problems used in this article include iris, 

diabetes diagnosis, thyroid, breast cancer, credit card, glass, heart, wine, page blocks, and liver. These 

classification problems are taken from the UCI machine learning repository [9]. But the time series prediction 

problems use a specific model to predict future values based on their previous values. The first is the Gas 

Furnace Dataset [10], which is compiled from Jenkins's Book of Time Series Analysis. It contains gas 

content and CO2 percentage in gas, and another is a Mackey glass dataset obtained from the below 

differential equation: 

 

 
𝑑𝑥(𝑡)

𝑑𝑡
=  −𝑏𝑥(𝑡) +

𝑎𝑥(𝑡−𝑡𝑑)

1+𝑥10(𝑡−𝑡𝑑)
        (2) 

 

All proposed hybrid algorithms in this article have been implemented using MATLAB software and 

have used 30 time run to evaluate the performance of these methods. The 4-fold-cross-validation method has 

been used to divide the original dataset into two training and testing sets. This method can effectively prevent 

trapping to local minima. Because both the training and testing samples contribute to learning as much as 

possible, it can provide a satisfactory learning effect. The average error is obtained from the 4-fold-cross-

validation which is presented as the final error of the network. In addition, the input dataset to the neural 

network is normalized using the min-max normalization method to the interval [-1.1]. The results of  

the comparison are presented in two parts. First, the proposed algorithms are compared with each other, and 

then the best proposed method is compared with the existing methods. 

 

4.2.  Comparing proposed methods with each other 

Each of these algorithms has been executed 30 times, and the results of the experiments have been 

compared with each other according to three criteria: classification error percentage of training and testing 

data and complexity percentage. The function of error calculation For the Mackey glass is RMSE and for gas 

furnace is MSE. First, we compare the performance of two kind of training algorithm that consist of classic 

training algorithm (back- propagation) and evolutionary training algorithm (improved teaching learning-

based optimization). The results from Table 1 show that the ITLBO algorithm has a higher efficiency for 

most data sets. According to Table 1, the ITLBO algorithm for all of classification problems has better 

performance than the Bp algorithm, then in part2 from Table 1 we showed the results of comparing proposed 

hybrid algorithms with each other. All the results are based on three characteristics (parameters) of training 

and testing error for classification, MSE error and complexity. To better demonstrate the superior algorithm, 

we did rank average test, and the rank average for different data set was presented in Table 2. As can be seen 
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from Table 2, MCO-ITLBO has gained the first rank for all of characteristic. To evaluate whether the MCO-

ITLBO results are significantly better than other approaches, we calculated the p-value test with a significant 

level of 0.05 for data sets. The calculated P- values for MCO-ITLBO are shown in Table 3 in comparison 

with other algorithms. The best results are bolded in the tables. In Figures 3 the box plot graphs showed 

the results of the distribution of training and testing errors for the whole data set for 30 times running. 

The charts show that MCO-ITLBO is superior in most cases. 
 

 

Table 1. Average results of 30 runs of two kind training algorithm (part1) and each hybrid algorithm (part2) 
Dataset Criteria BP ITLBO 

(part1) 

MCO-

TLBO 

MCO-

ITLBO 

MCO-BP 

(part 2) 

1. Iris 

Training error (%Class) 
Testing error (%Class) 

Training error (MSE) 

Testing error (MSE) 
Connection 

5.3125 
7.5468 

0.0024 

0.4892 
fix 

0.9516 
2.1440 

3.5642e-09 

1.7729e-06 
fix 

0.7819 
3.2752 

6.7324e-05 

0.0721 
26.4667 

0.0138 

2.2975 

6.2480e-07 

3.3917e-03 
21.5806 

7.6061 
9.8990 

1.0290e-02 

1.2864 
23.4667 

2. Diabetes 

Training error (%Class) 

Testing error (%Class) 
Training error (MSE) 

Testing error (MSE) 

Connection 

31.2322 

35.2887 
0.6013 

0.6933 

fix 

18.6897 

27.8473 
1.1637e-06 

7.1247e-05 

fix 

19.5282 

29.3795 
1.529e-08 

0.00179 

109.1333 

18.8775 

23.3906 

2.3468e-10 

4.1822e-8 

58.4194 

28.0176 

36.8359 
6.3375e-04 

1.3349 

129.2333 

3. Thyroid 

Training error (%Class) 

Testing error (%Class) 

Training error (MSE) 
Testing error (MSE) 

Connection 

17.8340 

16.5672 

0.1399 
1.5968 

fix 

6.7798 

12.5903 

1.3987e-05 
2.5786e-04 

fix 

8.2215 

11.1318 

4.8976e-06 
0.00402 

521.1 

5.6059 

6.5800 

5.6589e-09 

2.6158e-07 

133.6452 

18.3961 

22.3837 

3.8605e-03 
1.4095 

168.2235 

4. Cancer 

Training error (%Class) 
Testing error (%Class) 

Training error (MSE) 

Testing error (MSE) 
Connection 

20.9419 
16.3510 

0.1437 

0.8224 
fix 

1.9672 
4.5018 

3.0600e-04 

0.0220 
fix 

1.7213 
8.594 

2.3604e-07 

0.00336 
257.9333 

1.0843 

2.0729 

2.5695e-11 

7.3679e-6 

67.4194 

21.5350 
29.5131 

1.2626e-03 

7.4285 
77.4545 

5. Card 

Training error (%Class) 

Testing error (%Class) 
Training error (MSE) 

Testing error (MSE) 
Connection 

22.5247 

23.8126 
0.0258 

1.1437 
fix 

15.7492 

17.3196 
3.3272e-09 

3.0939e-05 

fix 

12.6111 

24.3478 
2.2402e-04 

0.0184 
452.6667 

12.2379 

13.5889 

7.2066e-08 

1.9381e-03 

127.4194 

19.9432 

30.4480 
3.4985e-05 

3.0699 
183.5455 

6. Glass 

Training error (%Class) 

Testing error (%Class) 
Training error (MSE) 

Testing error (MSE) 

Connection 

36.7770 

54.8387 
0.4235 

0.8631 

fix 

18.3169 

36.9146 
1.0244e-06 

0.1431 

fix 

18.2252 

31.7172 
9.2081e-04 

0.0964 

392.6667 

17.0881 

22.0733 

2.3845e-10 

3.269e-06 

123.3548 

66.8305 

67.9063 
1.4604e-04 

3.7141 

104.7273 

7. Heart 

Training error (%Class) 

Testing error (%Class) 

Training error (MSE) 
Testing error (MSE) 

Connection 

21.2208 

23.6746 

0.0022 
0.8086 

fix 

10.4473 

20.9877 

7.4441e-11 
0.0156 

fix 

12.1587 

20 

9.4259e-05 
8.7661e-03 

198.7333 

11.2647 

13.3325 

8.2271e-12 

1.0260e-07 

93.3548 

20.2982 

23.4254 

2.4283e-06 
0.2213 

100.9091 

8. Wine 

Training error (%Class) 
Testing error (%Class) 

Training error (MSE) 

Testing error (MSE) 
Connection 

17.0641 
23.1063 

0.0215 

1.0307 
fix 

4.9978 
13.1856 

1.6924e-09 

0.0089 
fix 

0.51491 
3.8182 

3.9983e-08 

1.2784e-03 
286.9333 

0.4687 

3.8094 

1.9516e-11 

5.9690e-06 

117.6129 

21.0421 
23.5537 

1.5403e-06 

5.1870 
98.9091 

9. Page-blocks 

Training error (%Class) 

Testing error (%Class) 
Training error (MSE) 

Testing error (MSE) 

Connection 

10.0000 

12.2151 
0.0993 

0.8666 

fix 

6.1260 

7.2960 

3.3001e-07 

5.1312e-04 

fix 

6.918 

13.309 
2.6707e-09 

0.02848 

328.9333 

6.3471 

6.4575 

2.1143e-19 

1.0861e-08 

107.7097 

12.8043 

16.6030 
1.3954e-10 

0.0584 

64.0909 

10. Liver 

Training error (%Class) 

Testing error (%Class) 

Training error (MSE) 
Testing error (MSE) 

Connection 

37.6344 

38.5543 

0.0919 
0.5596 

fix 

24.3154 

25.8622 

7.0024e-09 
0.0016 

fix 

23.9419 

38.75 

2.3477e-05 
0.0267 

86.4667 

22.9577 

27.9210 

5.4317e-07 

2.419e-03 

47.2903 

45.2282 

43.8811 

9.2163e-03 
0.3244 

31.2727 

11. Mackey-

glass 

Training error (%Class) 
Testing error (%Class) 

Connection 

8.3054e-06 

0.0070 

fix 

3.7775e-04 
0.0280 

fix 

2.2489e-04 
2.3505e-04 

47.75 

1.5475e-05 
2.0770e-04 

40.8710 

3.8468e-06 
0.0560 

16.4839 

12. Gas furnace 
Training error (%Class) 
Testing error (%Class) 

Connection 

3.5329e-04 

4.6352 

fix 

0.0071 
0.1987 

fix 

1.5932e-3 
1.6671e-3 

62.6 

1.2101e-04 

3.2001e-03 

47.1935 

6.846e-04 
0.0228 

15.4516 
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Table 2. Average of the ranks for proposed algorithms 
Training error (Classification) Algorithm MCO-TLBO MCO-ITLBO MCO-Bp 

Rank 2.0000 1.0000 3.0000 
Testing error (Classification) Algorithm MCO-TLBO MCO-ITLBO MCO-Bp 

Rank 2.0000 1.0000 3.0000 

Training error (Mse) Algorithm MCO-TLBO MCO-ITLBO MCO-Bp 
Rank 2.4000 1.0000 2.6000 

Testing error (Mse) Algorithm MCO-TLBO MCO-ITLBO MCO-Bp 

Rank 2.0000 1.0000 3.0000 
Number of connections Algorithm MCO-TLBO MCO-ITLBO MCO-Bp 

Rank 2.8000 1.4000 1.8000 

 
 

Table 3. P-value results for pairwise comparison of MCO-ITLBO versus other algorithms by wilcoxon test 
Dataset Criteria MCO-TLBO MCO-Bp 

1. Iris testing error 0.65641 9.0733e-12 

 connection 0.1258 1.2196e-11 

2. Diabetes testing error 0.093779 2.9174e-11 

 connection 0.30617 9.8375e-09 

3. Thyroid testing error 1.2369e-05 5.9941e-07 
 connection 0.00010012 7.0643e-09 

4. Cancer testing error 0.40898 2.6757e-11 

 connection 0.31604 5.0422e-11 
5. Card testing error 0.77239 5.5893e-11 

 connection 0.1433 2.9321e-11 
6. Glass testing error 0.03935 2.8502e-11 

 connection 0.006635 3.9787e-10 

7. Heart testing error 0.3416 2.7722e-11 
 connection 0.51018 1.497e-10 

8. Wine testing error 0.043924 2.3481e-11 

 connection 0.02634 3.1372e-11 
9. Page-blockes testing error 0.00338 3.0123e-11 

 connection 0.04819 2.9991e-11 

10. liver testing error 0.74965 2.8991e-11 
 connection 0.69925 3.6305e-09 

11. Mackey-Glass testing error 0.0011143 0.007959 

 connection 0.19073 0.00058737 
12. Gas Furnace testing error 0.14532 5.462e-06 

 connection 3.352e-08 0.0050842 

 

 

  

  
 

Figure 3. Box plots of training and testing errors for all datasets 
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Figure 3. Box plots of training and testing errors for all datasets (continue) 
 
 

4.3. Results of comparing the best proposed hybrid method with other methods 

In this section, we compare our hybrid algorithms with other literature methods in Table 4.  

The percentage of training error and testing error collection in this table. Each article works on a batch of 

datasets. The cells of this table that don’t have any value (that indicate with an - icon) shows that these values 

are missing data or belong to a dataset that articles don’t work on this. We give a brief description of  

the comparative approaches as follows. We reference all the approaches that we compared our best proposed 

method with them. 
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Table 4. Comparing the results of best algorithm with other methods in literature 

 

 
 

 

5. CONCLUSION 

In this paper, we proposed a hybridization of training algorithms and constructive algorithms to 

simultaneously determine the weight and structure of the neural network. The goal is to examine 

hybridization of a deterministic and systematic procedure (constructive algorithm) with random search 

(evolutionary algorithm) for neural network optimization. Combined methods include the base and improved 

version of the TLBO algorithm with the MMOST algorithms. Then we compared hybrid algorithms, 

and selected the superior algorithm in classification and time series prediction problems. The results of 

the comparison illustrate the superior performance belongs to the MCO-ITLBO algorithm. This version has 

a powerful training algorithm against early convergence, and balances between exploitation and exploration. 

This algorithm in combination with the MMOST constructive algorithm, more effectively selects the optimal 

network structure. We have also verified these results with statistical tests, and finally this algorithm was 

compared with other methods in literature and it has been proven that it is more convenient than other 

algorithms for classification and time series prediction error. These promising results motivate us to find 

ways to change our path to future work. This development can be using chaotic (disorder) mappings in 

this method. 
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