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 The detection of object edges in images is a crucial step employed in a vast 

amount of computer vision applications, for which a series of different 

algorithms has been developed in the last decades. This paper proposes a new 

edge detection method based on quantum information, which is achieved in 

two main steps: (i) an image enhancement stage that employs the quantum 

superposition law and (ii) an edge detection stage based on the probability of 

photon arrival to the camera sensor. The proposed method has been tested on 

synthetic and real images devoted to agriculture applications, where Fram & 

Deutsh criterion has been adopted to evaluate its performance. The results 

show that the proposed method gives better results in terms of detection 

quality and computation time compared to classical edge detection 

algorithms such as Sobel, Kayyali, Canny and a more recent algorithm based 

on Shannon entropy. 
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1. INTRODUCTION 

The importance of edge detection was appreciated from the first days of image processing. 

It represents the process of finding abrupt and significant changes in the gray level image intensity, and can 

be used in a variety of computer vision applications (e.g. segmentation [1-6], depth map compression [7], 

medical imaging [8]). Due to its importance, a lot of research has discussed this subject [9-14] and different 

comparative studies have been carried out [15-17].  

In the last decades, the so-called Quantum Image Processing (QIP) approach was presented and 

developed, which uses quantum-mechanics principles to overcome the restrictions of classical image 

processing methods. As will be described later, the basis of QIP lies in presenting the image information with 

a combination of all its states [18]. This framework was first proposed by Vlasov [19] as a method for 

recognizing orthogonal images using quantum information and later employed to find patterns in black and 

white images by Schutzhold in 2002 [20]. After that, a series of researches was conducted [21-25], which led 

to powerful image processing algorithms that present robustness against limitations of classical algorithms 

such as sensibility to noise, edge continuity and computational cost. Furthermore, quantum image 

representation has remained as the foundation of several other works such as the PhD thesis of Venegas-

Andraca in 2005 [26] or the work by Latorre [27], who presented the pixel value of an image into a real ket 

of a Hilbert space. The objective of all these types of works is to develop algorithms that are faster and more 

efficient than any classical method in this field.  
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In the literature, a large set of edge detection approaches has been published, ranging from the well-

known Sobel and Canny detectors to new methods based on information theory to generate edge images [28].  

The majority of these algorithms present some sensibility to noise while also needing a binarization step. 

In this paper we propose an algorithm that uses quantum-mechanics properties to find edges in digital images 

gathered by a CCD camera, by taken into consideration the probability of photons arrival to the camera 

sensor. This new edge detection method is composed of two main steps: (i) image enhancement using 

quantum superposition law and (ii) edge detection using the probability of photons arrival. 

The proposed algorithm avoids the binarization step in order to both minimize the detection cost and 

avoid the set up of a binarization threshold, which can be difficult to find in some applications. Not only that, 

the found edges present a higher performance score (using the standard Fram & Deutsh metric presented 

in [29]) than classical methods like Sobel, Canny Kayyali or Singh [28], for noisy images, hence revealing its 

potential as an alternative method for such approaches. This is supported by a series of experiments carried 

out on synthetic images affected by different levels and types of noise. Finally, our approach has also been 

employed for image segmentation in real images recorded in greenhouses, as a first step to estimate the path 

of a mobile robot. The paper is organized as follows: Section 2 reviews quantum information principle while 

the proposed edge detection method is detailed in Section 3. Section 4 presents the experimental results and 

Section 5 summarizes and provides some conclusions to the paper. 

 

 

2. QUANTUM INFORMATION  

2.1.  Theorical background 

In classical image processing theory, a gray image is represented by an NxM matrix of pixels, each 

one quantified with q bits that provide    possible values (typically q=8 bits, yielding 256 possible values). 

Thus, each pixel is represented by two pieces of information: the pixel intensity and the pixel position in 

the image. In turn, in quantum information processing (QIP), a pixel is represented by a so-called quantum 

bit or qubit [30].  

In information theory, a bit can be represented in two forms: “0” or “1”, while a qubit can be a linear 

combination of its possible states [30], so that it represents the superposition of two states, denoted by | ⟩ and 

| ⟩, as follows: 

 

| ⟩     | ⟩     | ⟩         (1) 

 

This expression can also be written in matrix form as: 
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In this equation, | ⟩ represents the wave function and   and β are the probability amplitudes of 

states | ⟩  and | ⟩, respectively, which satisfy that | |  | |    . The geometric representation of a qubit 

was proposed by Bloch in 1946 [31] and it is named the Bloch‟s sphere as shown in Figure 1. In this 

representation, contrary to a classical bit that could only be at the north (state | ⟩) or the south (state | ⟩) of 

the sphere, a qubit can be represented by any point of the sphere. Thus, (1) can be rewritten as [30]: 
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 | ⟩       (3) 

 

By generalizing (1) for a system of n particles with n subsystems so that:  |  ⟩      | ⟩       | ⟩  represents 

the state of the     particle, we have:  

 
| ⟩              |     ⟩                 |       ⟩ +  +          |111 …  ⟩ (4) 
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            (5) 

 

where    is an n-bits binary number, and    the probability of the     state so that: 

 

∑ |  |
     

                  (6) 
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Figure 1. Bloch‟s sphere 

 

 

2.2.  Qubit Pixel 
In quantum theory, a qubit pixel is the representation of the classical pixel including all its possible 

states. Thus, let I(x,y) be the gray level value of the (x,y) pixel of the normalized image I(m,n). The qubit 

pixel is then defined by:  

 

|     ⟩   √       ) | ⟩    √     ) | ⟩                                                       (7) 

 

where √       )      √     ) are the probability for the pixel at (x,y) to be in the state “0” and “1”, 

respectively. These two probability amplitudes must satisfy the condition: |√       ) |   |√     ) |        

 

 

3. THE PROPOSED METHOD 

Once we have stated the basics of quantum information, in this section, we explain the two major 

steps of the proposed algorithm. 

 

3.1.  Quantum enhanced image 

In order to isolate the object from the background, we employ (7) and the superposition law for n 

subsystems presented in (4) to go from a standard to a quantum pixel. For that, we consider the Moore 

neighborhood (with eight neighbors) of the active pixel    as illustrated in Figure 2. 

 

 

         

         

         

 

Figure 2. The active pixel    and its 8 neighbors 

 

 

This neighborhood can be divided into four subsystems with four different directions:         

(0° direction),        (90° direction),        (135° direction),        (45° direction). Then, denoting 

the intensity of the pixel    by   , we apply (4) and (7) for each subsystem of 3 pixels, yielding      states 

for each direction. Figure 3 hows an example of such states for the 0° direction, where “1” and “0” represent 

that the corresponding pixel belongs to the object or the background, respectively. 

This way, an object pixel can be considered to belong to an edge if, and only if at least one of its 

neighbors is a background pixel. Therefore, these two types of cases can be disregarded:  

Case 1: The active pixel is not an object pixel (state 0). 

Case 2: The active pixel is an object pixel (surrounded by object pixels in the given direction). 

Considering these two impositions, we apply (5) to each subsystem, leading to: 

 

|      ⟩  √     )       ) |   ⟩  √     )     |   ⟩  √         ) |   ⟩   (8) 
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and 

 

     ∑  |    2, 3, 6} = |     )       )       )              )|                     (9) 
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Similarly, we find that:  
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Finally, the active pixel is replaced with the maximum value of the 4 directions. 

 

        )                           ,                                                                             (14) 

 

being         ) the new value of      ) after the enhancement operation. This way, every pixel in 

the original image is processed according to its eight neighbors to generate the new quantum enhanced image 

as depicted in Figure 4. 
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Figure 3. Different states for the 0° direction 

 

 

 
 

Figure 4. Creation of the new enhanced image 

 

3.2.  Edge detection 

 With the fast development of the semiconductor industry, the most used technology in digital 

imaging is based on CCD sensors (Charge Coupled Device). A CCD sensor is a highly sensitive photon 

detector that delivers an electrical signal proportional to the number of photons received in the pixel surface, 
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based on the photoelectric effect [32]. On the other hand, the Plank-Einstein equation describes the energy E 

of a photon as:     , with   being the Planck constant                 , and   the frequency in Hertz 

of the electromagnetic wave associated to the photon. Thus, the number of photons P that hit a CCD sensor 

during the time of exposition is related to the total energy received by the sensor ES through the expression: 

 
  

  
 . This way, for an     image, the mean number of photons per pixel is:  
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                                                                                          (15) 

 

Now, we assume that the number of photons arrived to a certain pixel is proportional to the gray-level 

intensity at that pixel, with a multiplying factor k, as:    
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Applying the probability law on a given pixel and its Moore neighborhood, the probability of having   ̅̅ ̅̅  

photons in the pixel at (x,y) coordinates is as follows:  
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In our proposed method, we give the value 1 to the pixels that have a probability higher than certain 

empirically found value. 

 

 

4. EXPERIMENTAL RESULTS 

In order to assess the performance of our proposal with respect to other algorithms, an objective and 

measurable criterion is needed. In this paper we will employ the Fram & Deutsh metrics as described in [29]. 

 

4.1.  Method of evaluation 

Fram & Deutsh proposed two parameters (   and   ) to evaluate the behavior of edge detectors for 

normal and noisy images. These parameters range between 0 (random behavior) and 1 (good performance), 

and are applied in        blocks divided into 3 regions as depicted in Figure 5, in where zones 1 and 2 are 

two blocks of        pixels [29]. 
 
 

 
 

Figure 5. The three zones of the test block 
 

 

The first parameter,     measures the robustness of the detector against noise and be calculated as 

follows: 
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where 
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In these expressions,   and    are the number of columns and rows of the output binary image, respectively, 

while   
  is the number of columns in the edge region. In turn,    and    represent the number of edge pixels 

detected inside and outside of the edge zone respectively. The value of   
     is set to 30, as recommended 

by the original authors of the metrics. 

On the other hand,    characterizes the edge continuity and it is given by:   
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where    is the number of rows in the edge region that contain at least one detected point. 

 

4.2.  Experiments on synthetic images  

Once defined the Fram and Deutsh criterion, we evaluate the performance of our proposal in 

comparison to three classical edge detection algorithms (Sobel, Kayyali [33], and Canny) and also to 

the method proposed by Singh [28], which starts with an image binarization using an optimized threshold and 

finishes by performing edge detection based on the Shannon entropy. In order to compare the results of these 

approaches, they were applied to two representative synthetic images devoted to edge detection and 

segmentation, which contain different types of edges: circular, vertical, horizontal and random. Besides, 

different kinds of noise were also added to them: Gaussian, Speckle, Salt and Pepper and Poisson. 

As described in Section 3.1, the first step in our proposed method is performing image enhancement 

through the quantum superposition law. This has been applied to the above mentioned images, yielding 

the images in Figure 6, in where some regions have been zoomed in order to remark their details. The first 

image contains three different object forms: a big and a small square, a circle, and an amorphous object, 

presenting edges in different directions. Figures 7 and 8 show the results of applying the considered edge 

methods to the image when disturbed by speckle and salt and pepper noise, respectively.  

As a quantitative assessment of the methods performance, Tables 1 and 2 presents    and    values 

for the first synthetic image in different cases: without noise, with Gaussian noise, Poisson noise, Salt and 

Pepper noise and Speckle noise. Similarly, the second considered image contains a wide range of different 

gray levels including textures, gradients and edges. The combination of texture and noise represents 

a suitable testbed to evaluate performance of the edge detection algorithm. Again, the results of applying 

the considered edge methods to this image when disturbed by speckle and salt and pepper noise are shown in 

Figure 9 and Figure 10, respectively. As well, its    and    values are presented in Tables 3 and 4. 

 

 

  
 

Figure 6. Enhancement stage for synthetic images 
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Figure 7. (a) Original synthetic image with speckle noise (noise variance = 0.02); (b) Proposed method; 

(c) Canny; (d) Kayyali; (e) Singh; (f) Sobel 

 

 

 
 

Figure 8. (a) Original synthetic image with Salt and Pepper noise (noise density = 0.2); (b) Proposed method; 

(c) Canny; (d) Kayyali; (e) Singh; (f) Sobel 

 

 

Table 1.     values of different algorithms with 4 types of noise for image 1 
 Without noise Gaussian noise Poisson  noise Salt & Pepper noise Speckle noise 

Proposed algorithm 0,953 0,921 0,994 0,978 0,889 

Sobel 0,854 0,698 0,786 0,978 0,875 
Kayyali 0,795 0,755 0,699 0,869 0,785 

Canny 0,711 0,778 0,745 0,961 0,878 

Singh 0,917 0,874 0,962 0,962 0,862 
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Table 2.     values of different algorithms with 4 types of noise for image 1 
 Without noise Gaussian noise Poisson  noise Salt & Pepper noise Speckle noise 

Proposed algorithm 0,927 0,877 0,921 0,972 0,989 

Sobel 0,805 0,501 0,666 0,802 0,666 
Kayyali 0,755 0,734 0,894 0,751 0,882 

Canny 0,888 0,722 0,798 0,923 0,750 

Singh 0,881 0,993 0,993 0,937 0,983 

 

 

 
 

Figure 9. (a) Original synthetic image with speckle noise (noise variance = 0.02); (b) Proposed method. 

(c) Canny; (d) Kayyali; (e) Singh; (f) Sobel 

 

 

 
 

Figure 10 (a): Original synthetic image with Salt and Pepper noise (noise density = 0.2). (b): Proposed 

method. (c): Canny (d): Kayyali. (e): Singh. (f): Sobel. 
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Table 3.     values for different algorithms with 4 types of noise for image 2 
 Without noise Gaussian noise Poisson  noise Salt & Pepper noise Speckle noise 

Proposed algorithm 0,984 0,959 0,888 0,891 0,995 

Sobel 1 0,958 0,857 0,654 0,889 

Kayyali 0,822 0,884 0,749 0,799 0,947 
Canny 0,931 0,725 0,887 0,879 0,758 

Singh 0,654 0,726 0,854 0,714 0,921 

 

 

Table 4.     values for different algorithms with 4 types of noise for image 2 
 Without noise Gaussian noise Poisson noise Salt & Pepper noise Speckle noise 

Proposed algorithm 0,925 0,988 0,854 0,985 0,781 

Sobel 0,821 0,755 0,611 0,916 0,755 
Kayyali 0,899 0,749 0,777 0,871 0,727 

Canny 0,721 0,822 0,794 0,811 0,711 

Singh 0,791 0.792 0.799 0.785 0,747 

 

 

The presented results show a good performance of our proposal, outperforming the rest of 

considered methods in most of the situations. This way, by applying it to synthetic images, we can see that 

the proposed method successfully detects edges while preserving their continuity and object corners, even at 

the presence of different types of noise without the need of a post processing stage. 

 

4.3.  Real images application 

a. Controlled environment 

 In this stage, we apply our proposed method for the segmentation of the area of mint plant‟s leaves 

as shown in Figure 11. After that, the centroid of the detected surface is calculated and transmitted to an 

agricultural robotised arm, placed on a mobile robot (with dimensions width=45cm, length=65 cm) [34], 

for pesticide and water application. Figure 12 shows the usage of the proposed method as the input of 

a Hough transform-based segmentation process [35] employed to estimate the robot‟s trajectory (in green) 

between the pots‟s rows (in red). 

 

 

 
 

Figure 11. Edge detection of mint plant: (a) Original image; (b) Proposed method; (c) Canny; 

(d) Kayyali; (e) Singh; (f) Sobel 
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Figure 12. Pots segmentation and trajectory‟s center detection 

 

 

b. Uncontrolled environment 

Finally, in order to support the initial laboratory results, we applied the algorithm with real 

strawberry plant images to test its efficiency. The images were taken into a greenhouse at the ALLAL TAZI 

region of MOROCCO (GPS Coordinates 34°36‟03.2„‟ N, 6°23‟08.6‟‟ W) by a Logitech HD Pro Webcam 

C920 [36] with            resolution and 3.67 mm of focal length. Analogously to the in-lab tests, 

the method is used for the segmentation of the strawberry plant leaf area and the robot‟s trajectory between 

greenhouse‟s rows as shwon in Figure 13.  

 

 

 
 

Figure 13. Results of the proposed algorithm on strawberry plant images. In red, centroids of the plants and 

in green the robot‟s estimated trajectory 

 

 

4.4.   Discussion  

Based on the results, we can clearly see that, after the enhancement stage as shown in Figure 6, 

the edges are emphasised in the image, hence paving the way of the algorithm‟s second stage. In this second 

step, the proposed algorithm is capable of properly isolating the object from the background. The obtained 

values for the P1 and P2 metrics employed in this paper reveals superior performance in terms of edge quality 

than the classical edege detectors in computer vision literature. Not only that, our proposal is more efficient 

in terms of detection time and memory, as can be seen in Figure 14. Besides, the final result also shows 

a good performance for the new algorithm when dealing with different types of edges (circular, vertical, 

horizontal and amorphous edges) and with different types of object textures. It also shows a good behavior 

against noise, being especially robust against the apparition of isolated noisy pixels (e.g. Speckle and Salt and 

Pepper classical methods that detect such noise as edge points. 
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Figure 14. Run time comparison for different algorithms applied on some real image with different 

resolution. (Machine: Intel Xeon CPU, 3.50 GHz, 8 Go RAM) 

 

 

5. CONCLUSION  

This paper has presented an edge detection algorithm based on the quantum superposition law and 

the photon arrival probability to a CCD sensor. The developed algorithm is able to detect edges with an 

optimal behavior against different types of noises while incurring in minimum computation time. 

A set of experiments has been presented to show the algorithm performance for different types of edges 

along with a comparison with three previous classical methods and the method proposed by Singh in 2008. 

This evaluation has shown a proper behavior against Speckle, Salt and Pepper, Poisson and Gaussian noises 

while keeping great edge continuity. Another benefit is its easy implementation, which reduces the algorithm 

computational cost. 

 

 

ACKNOWLEDGMENTS  

The authors of this paper are thankful to the Ministary of  Higher Education and Scientific Research 

of Morocco (MESRSFC), and the National Center for Scientific and Technical Research of Morocco 

(CNRST) for financing this project.  

 

 

REFERENCES  
[1] P. Arbelaez, M. Maire, C. Fowlkes, and J. Malik, “Contour detection and hierarchical image segmentation,” IEEE 

Trans. Pattern Anal. Mach. Intell., vol. 33, no. 5, pp. 898–916, 2011. 

[2] A. Aslam, E. Khan, and M. M. S. Beg, “Improved Edge Detection Algorithm for Brain Tumor Segmentation,” 

Procedia Comput. Sci., vol. 58, pp. 430–437, 2015. 

[3] A. De, “An interactive deformable model segmentation algorithm driven by morphological dilations and erosions 

constrained by an exclusion band,” Electron. Lett. Comput. Vis. Image Anal., vol. 11, no. 1, pp. 77–98, 2012. 

[4] P. E. Robinson and A. L. Nel, “Foreground segmentation in atmospheric turbulence degraded video sequences to 

aid in background stabilization,” J. Electron. Imaging, vol. 25, no. 6, 2016. 

[5] G. Gao, H. Wang, C. Wen, and L. Xu, “Texture image segmentation using statistical active contours,” J. Electron. 

Imaging, vol. 27, no. 5, 2018. 

[6] L. Fang, X. Wang, Y. Sun, and K. Xu, “Remote sensing image segmentation using active contours based on 

intercorrelation of nonsubsampled contourlet coefficients,” J. Electron. Imaging, vol. 25, no. 6, 2016. 

[7] D. Sebai, F. Chaieb, and F. Ghorbel, “Edge-aware wedgelet estimation for depth maps compression,” ELCVIA 

Electron. Lett. Comput. Vis. Image Anal., vol. 15, no. 1, pp. 14–26, 2016. 

[8] J. Na‟am, J. Harlan, S. Madenda, J. Santony, and C. Suharinto, “Detection of Proximal Caries at The Molar Teeth 

Using Edge Enhancement Algorithm,” International Journal of Electrical and Computer Engineering (IJECE), 

vol. 8, no. 5, p. 3259, Oct. 2018. 

[9] J. Canny, “A computational approach to edge detection,” in Readings in Computer Vision, Elsevier, pp. 184–203, 

1987. 

[10] P. Perona and J. Malik, “Scale-space and edge detection using anisotropic diffusion,” IEEE Trans. Pattern Anal. 

Mach. Intell., vol. 12, no. 7, pp. 629–639, 1990. 

[11] M. Krishnaveni, P. Subashini, and T. Dhivyaprabha, “Improved Canny Edges Using Cellular Based Particle 

Swarm Optimization Technique for Tamil Sign Digital Images,” International Journal of Electrical and Computer 

Engineering (IJECE), vol. 6, no. 5, p. 2158, Oct. 2016. 

0
1
2
3
4
5
6

I M A G E  1  I M A G E  2   I M A G E  3  I M A G E  4  

2 8 0  X  2 8 0  5 7 0  X  6 0 0  1 1 5 0  X  
1 1 5 0  

2 2 5 0  X  
1 3 5 0  

R
U

N
 T

IM
E 

(S
EC

O
N

D
) 

IMAGES  

Quantum Sobel Prewitt Canny Singh



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 10, No. 2, April 2020 :  1655 - 1666 

1666 

[12] P. Dollàr and C. L. Zitnick, “Fast edge detection using structured forests,” IEEE transactions on pattern analysis 

and machine intelligence, pp. 1558-- 1570, 2015. 

[13] A. Halder, P. Bhattacharya, and A. Kundu, “Edge Detection Method Using Richardson‟s Extrapolation Formula,” 

in Soft Computing in Data Analytics, vol. 758, J. Nayak, A. Abraham, B. M. Krishna, G. T. Chandra Sekhar, and 

A. K. Das, Eds. Singapore: Springer Singapore, pp. 727–733, 2019. 

[14] M. Krishnaveni, P. Subashini, and T. Dhivyaprabha, “Improved Canny Edges Using Cellular Based Particle 

Swarm Optimization Technique for Tamil Sign Digital Images,” International Journal of Electrical and Computer 

Engineering (IJECE), vol. 6, no. 5, p. 2158, Oct. 2016. 

[15] G. T. Shrivakshan and C. Chandrasekar, “A comparison of various edge detection techniques used in image 

processing,” IJCSI Int. J. Comput. Sci. Issues, vol. 9, no. 5, pp. 272–276, 2012. 

[16] P. Sujatha and K. K. Sudha, “Performance Analysis of Different Edge Detection Techniques for Image 

Segmentation,” Indian J. Sci. Technol., vol. 8, no. 14, Jul. 2015. 

[17] A. Ezzaki, L. Masmoudi, and M. E. Ansari, “Comparison of edge detectors performance through use in 

agricultural robotics,” presented at the The International Conference on Micro and NanoSatellites., Rabat, 

Morocco, 2018. 

[18] J. Watrous, Theory Of Quantum Information. Cambridge University Press, 2018. 

[19] A. Y. Vlasov, “Quantum computations and images recognition,” ArXiv Prepr. Quant-Ph9703010, 1997. 

[20] R. Schützhold, “Pattern recognition on a quantum computer,” Phys. Rev. A, vol. 67, no. 6, p. 062311, Jun. 2003. 

[21] G. Beach, C. Lomont, and C. Cohen, “Quantum image processing (quip),” in Applied Imagery Pattern 

Recognition Workshop, 2003. Proceedings. 32nd, pp. 39–44, 2003. 

[22] N. Abura‟ed, F. S. Khan, and H. Bhaskar, “Advances in the Quantum Theoretical Approach to Image Processing 

Applications,” ACM Comput. Surv., vol. 49, no. 4, pp. 1–49, Feb. 2017. 

[23] N. Jiang, J. Wang, and Y. Mu, “Quantum image scaling up based on nearest-neighbor interpolation with integer 

scaling ratio,” Quantum Inf. Process., vol. 14, no. 11, pp. 4001–4026, Nov. 2015. 

[24] M. Mastriani, “Quantum Boolean image denoising,” Quantum Inf. Process., vol. 14, no. 5, pp. 1647–1673, May 

2015. 

[25] S. E. Mechkouri, R. Zennouhi, S. El Joumani, L. Masmoudi, and J. G. Jiminez, “Quantum Segmentation approach 

for very high spatial resolution satellite image: application to quickbird image,” Journal of Theoretical and 

Applied Information Technology, vol. 62, p. 7, 2014. 

[26] S. Venegas-Andraca, “Discrete Quantum Walks and Quantum Image Processing,” University of Oxford Oxford, 

UK, 2005. 

[27] J. I. Latorre, “Image compression and entanglement,” ArXiv Prepr. Quant-Ph0510031, 2005. 

[28] B. Singh and A. P. Singh, “Edge Detection in Gray Level Images based on the Shannon Entropy 1,” Journal of 

Computer Science, pp. 186–191, 2008. 

[29] J. R. Fram and E. S. Deutsch, “On the Quantitative Evaluation of Edge Detection Schemes and their Comparison 

with Human Performance,” IEEE Trans. Comput., vol. C–24, no. 6, pp. 616–628, Jun. 1975. 

[30] M. A. Nielsen and I. Chuang, “Quantum Computation and Quantum Information,” Am. J. Phys., vol. 70, no. 5, pp. 

558–559, Apr. 2002. 

[31] F. Bloch, “Nuclear induction,” Physical review, p. 460, 1946. 

[32] P. Megnan, “Detection of visible photons in CCD and CMOS: A comparative view,” Nuclear Instruments and 

Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment, 

pp. 199--212, 2003. 

[33] E. Kawalec-Latała, “Edge Detection on Images of Pseudoimpedance Section Supported by Context and Adaptive 

Transformation Model Images,” Stud. Geotech. Mech., vol. 36, no. 1, pp. 29–36, Mar. 2014. 

[34] A. Abanay, L. Masmoudi, A. Elharif, M. Gharbi, and B. Bououlid, “Design and development of a mobile platform 

for an agricultural robot prototype,” in Proceedings of the 2nd International Conference on Computing and 

Wireless Communication Systems  - ICCWCS’17, Larache, Morocco, pp. 1–5, 2017. 

[35] D. H. Ballard, “Generalizing the Hough transform to detect arbitrary shapes,” Pattern Recognit., vol. 13, no. 2, pp. 

111–122, Jan. 1981. 

[36] “HD Pro Webcam C920 - Logitech Support.” [Online]. Available: http://support.logitech.com/en_us/product/hd-

pro-webcam-c920/specs. [Accessed: 30-Mar-2018]. 

 

 

 


