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 The goal of adaptive learning systems is to help the learner achieve their 

goals and guide their learning. These systems make it possible to adapt 

the presentation of learning resources according to learners' needs, 

characteristics and learning styles, by offering them personalized courses. 

We propose an approach to an adaptive learning system that takes into 

account the initial learning profile based on Felder Silverman's learning style 

model in order to propose an initial learning path and the dynamic change of 

his behavior during the learning process using the Incremental Dynamic Case 

Based Reasoning approach to monitor and control its behavior in real time, 

based on the successful experiences of other learners, to personalize the 

learning. These learner experiences are grouped into homogeneous classes at 

the behavioral level, using the Fuzzy C-Means unsupervised machine 

learning method to facilitate the search for learners with similar behaviors 

using the supervised machine learning method K- Nearest Neighbors. 
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1. INTRODUCTION  

Adaptive learning systems are intended to provide the necessary pedagogical tools and to create 

the appropriate atmosphere to promote learning among learners. These systems need to tailor learning 

according to the preferences, needs and learning styles of each learner to provide a personalized follow-up in 

real time. Individualized learner follow-up plays an important role in adaptive learning systems, since 

without the information on the progression and the results obtained by the learners, it will be very difficult to 

accompany and control their behaviors. To achieve real-time monitoring of learners, we will need "smart" 

components to define in real time the learner's profile and preferences for adapting learning to each moment 

of the learning process to avoid problems of failure and demotivation. This adaptation should be based on 

the experiences of other learners who will be grouped into classes using data mining techniques [1], which 
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can extract and discover important data from a collection of large amounts of data to facilitate the research 

and classification of learners. 

In this paper, we propose an approach to an adaptive learning system based on the Felder-Silverman 

learning style model (FSLSM) and Incremantal Dynamic Case Base Reasoning (IDCBR) to follow 

the learner in difficulty in real time by offering him a path adapted to his profile and the dynamic change of 

his behavior during the learning process. To perform this dynamic tracking, we used a cascade of the Fuzzy 

 C-Means method (FCM) and the K-Nearest Neighbors method (KNN) in the second step of the Dynamic 

Case Base Reasoning to propose a path adapted to each moment of learning based on the behavior of other 

learners who are classified as homogeneous groups. In the second section, we present the techniques used: 

the incremental Dynamic Case BaseReasoning Approach, the K- Nearest Neighbors method (KNN) and 

the Fuzzy C-Means method (FCM). In the third section, we describe our approach by detailing the operation 

and the different steps of the proposed approach. The fourth section will present the results of the experiment 

of the combination of the FCM method and the KNN method on a sample of 22 learners using 

the "MERISE" method as a learning material, the results are presented by the Matlab software and we finish 

with a conclusion. 
 

 

2. METHODOLOGIES 

2.1. Case based reasoning 

Case Based Reasoning (CBR) is a problem-solving approach that uses past experiences to solve new 

problems [2]. A very important feature of the CBR is its relationship with learning, it allows updating cases 

and learning new cases. Solving a problem using the Case Based Reasoning approach can be done through a 

typical cycle with a set of steps. These steps are more detailed in [3-5]. The traditional cycle of the CBR 

includes the following steps: Elaboration, Retrieve, Reuse, Revise and Retain. Whereas, in the Dynamic Case 

Based Reasoning (DCBR) cycle, the target case (the problem to solve) is presented by dynamic descriptors 

that change over time, a new star CBR cycle is proposed by [4, 5] in Figure 1, this is the Incremental 

Dynamic Case Based Reasoning (IDCBR). This new cycle has resulted in changes in the order and content of 

the traditional CBR cycle (some steps can be repeated several times). 

 

 

 
 

Figure 1. IDCBR cycle [4, 5] 

 

 

2.2. Classification with k-nearest neighbors 

The K-Nearest Neighbors (KNN) algorithm [6] is non-parametric and supervised method of 

classification [7] and introduced in [8], It can be used both for classification and prediction. It is based on a 

simple and intuitive principle of grouping data according to their neighborhood. The purpose of this 

algorithm is to classify new data based on attributes and data samples. Each data is assigned to the class most 

represented among its k nearest neighbors [9].  
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The K-Nearest Neighbors algorithm is essentially based on two main principles: 

a. A number of nearest neighbors (K) to use [10]; 

b. A metric to measure nearest neighbors [11]. This measurement is necessary to determine the distances, 

it influences on the result of the classification and the quality of the predictions. 

The K-Nearest Neighbors algorithm: 

a. Let k be the number of nearest neighbors and D the set of training data (yj). 

b. For each new observation xi, calculate d(xi, yj) using a measure of distance for each data yj of D. 

c. Select the k nearest data (yj) of the new observation xi. 

d. Classify the new observation xi according to the majority class among its neighbors. 

Although the KNN method is easy to implement, it has some limitations such as: the high 

computational complexity to find the k nearest neighbor samples, the computation time to compute 

the similarities [12]. But there are heuristics to reduce the set of data to classify, to increase the speed of 

classification [13, 14] and to accelerate the K-NN algorithm based on clustering and attribute filtering [15]. 

There is some work integrating the KNN method in the CBR cycle, we quote the work of [16], which showed 

that the KNN algorithm is suitable for use in the CBR approach. 

 

2.3. Fuzzy c-means 

The Fuzzy C-Means (CMF) is a fuzzy clustering technique [17] that generalizes the C-Means 

technique, derived from the K-Means algorithm. The Fuzzy C-Means algorithm allows elements to belong to 

several clusters simultaneously [18], it is based on the optimization of a quadratic classification criterion 

where each class is represented by its center of gravity [19, 20]. 

This iterative algorithm assigns a membership of an object to a cluster, based on the similarity of an 

object with a particular cluster to all other clusters. FCM minimizes the following objective function [21]:  

 

∑ ∑ 𝑢𝑖𝑗
𝑚|𝑥𝑖 − 𝑐𝑗|

2𝑛
𝑗=1

𝑐
𝑖=1   

 

with 

a. m> 1 is a parameter controlling the degree of fuzziness (usually m = 2); 

b. cj is the center of a cluster; 

c. xi, denotes the ith element of the measured data 

d. uij represents the degree of membership of an element xi in the jth cluster, the larger  uij is the stronger 

the cluster membership (𝑢𝑖𝑗𝜖[0,1] and ∑ 𝑢𝑖𝑗
𝑛
𝑗=1 =1). 

The main steps of the Fuzzy C-Means algorithm are: 

a. Choose the number of clusters [22, 23]; 

b. Initialize the membership matrix uij; 

c. Calculate the centroids cj: 𝑐𝑗 = (∑ (𝑢𝑖𝑗)
𝑚

𝑖 . 𝑥𝑖) (∑ (𝑢𝑖𝑗)
𝑚

𝑖 )⁄  

d. Re-adjust the membership matrix according to the position of the centroids: 𝑢𝑖𝑗 =

1 (∑ (𝑑𝑖𝑗 𝑑𝑖𝑘⁄ )
(2 (𝑚−1)⁄ )

𝑘=1,𝑐 )⁄  with : 𝑑𝑖𝑗 = |𝑥𝑖 − 𝑐𝑗| 

e. If ‖𝑢(𝑗+1) − 𝑢(𝑗)‖ < ε (threshold representing the convergence error), then the algorithm stops, otherwise 

the return to step b. 

The Fuzzy C- Means method has a hybrid character (the concept of center of gravity and the Fuzzy 

concept), makes it simple and fast. The FCM requires input parameters, and that he partition matrix is fuzzy, 

which needs to be initialized in an appropriate manner. 

 

 

3. DESCRIPTION OF OUR APPROACH 

Our approach is to provide a personalized and individualized follow-up of the learner in real time, 

according to his FSLSM learning style, his observed learning traces and the past successful experiences of 

other learners. Since each learner's learning process evolves over time, it requires the use of intelligent 

techniques to automatically adapt to dynamic changes in the learner's behavior in real time during 

the learning process. 

Our approach allows: 

a. Detecting the learner profile using the Felder-Silverman learning style model, creating profile classes and 

providing an initial learning path for each learner to start learning. 

b. Following the learner who has encountered learning problems in real time by using the IDCBR to offer a 

personalized path according to the dynamic change of his behavior. This approach is triggered with each 

change in the learning process by observing and analyzing the learning traces left in the system. 

The IDCBR integrates in the second step a combination of two methods of machine learning, the FCM 
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method to group learners into homogeneous and similar classes in order to facilitate the search of 

the closest learners through the KNN method. 

Schematically, we can present our approach as follows refer Figure 2. 

 

 

 
 

Figure 2. Diagram of our approach 

 

 

3.1. Preliminary classification of learner profiles 

In our learning system, we used the Felder-Silverman Learning Style Model (FSLSM) [24] to detect 

the learning style of each learner. This model classifies the learner into four dimensions: "Sensing / Intuitive" 

(perception), "Visual / Verbal" (input), "Active / reflective" (process) and "Sequential / Global" 

(comprehension), by providing a test questionnaire to him. 

We are interested in two dimensions of the FSLSM Model: "Sensing / Intuitive" and "Visual / 

Verbal". The choice of these two dimensions is due to the fact that our system does not allow interactions 

between learners (Active / reflective) and considers that freedom of navigation is implicitly included in our 

system (Sequential / Global). Therefore, the learning style of each learner is presented by the "Sensing / 

Intuitive" dimension which indicates the preferred learning resources for learners and the "Visual / Verbal" 

dimension which indicates the formats of the preferred pedagogical objects among learners. According to 

the results obtained from the FSLSM test, the learner is classified according to 4 groups of profiles (Sensing / 

Visual, Sensing / Verbal, Intuitive / Visual and Intuitive / Verbal). 

 

 

3.2. Proposal of an initial learning path 

Our system proposes initial learning paths which are constituted by a series of learning objects. 

These paths are constructed through the correspondence between the FSLSM learning style of each learner 

and the metadata describing the learning objects [25]. The Table 1 shows the correspondence between 

the FSLSM learning style and the learning objects. 

 

 

Table 1. Correspondence between FSLSM learning style and learning object metadata 
Profiles Initial leaning path 

Sensing / Visual Example, exercise and quiz in the form of a picture, a video 

Sensing / Verbal Example, exercise and quiz in the form of a text, an audio 
Intuitive / Visual Notion, definition, algorithm of a picture, a video 

Intuitive / Verbal Notion, definition, algorithm in the form of a text, an audio 
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3.3. Beginning of learning  

After detecting the learning style of the learner that offers him a learning path according to his style. 

The learning process of each learner takes two scenarios: 

a. Normal: the system goes directly to the last step of Dynamic Case Based Reasoning, which records 

learning style, learning path, and interaction traces of each learner as a new case (a new successful 

experience) in the base of cases (Figure 2 green line); 

b. Abnormal: When the system detects an anomaly or problem during the learning process, Dynamic Case 

Based Reasoning is triggered to provide a real-time coaching (Figure 2 red line). 

In the second situation, the DCBR adapts the learning process according to the profile of each 

learner through: 

a. The observation of the learning process of the learner (his learning path); 

b. The comparison of the behavior of the learner in difficulty at each moment ti with the behaviors of 

the other learners realized during the previous instants (from t0 to ti-1). 

 

3.4.  Elaboration of the learning problem 

3.4.1. Generation of the learning problem 

Data collected from the learning process is processed to extract relevant information that will be 

modeled as cases. These cases characterize learner’s behaviors (learning paths) through the traces saved in 

the base of knowledge (base of cases). 

The observed learning path of each learner is composed of a series of learning objects numbered 

according to the index i (with i = {0 ... Nbr_Obj}). Each learning object consulted at each instant ti represents 

a trace at time ti which contains indicators that we considered relevant: 

a. ti: the episode ti corresponds to a consultation of a learning object numbered i; 

b. Crs: chosen course; 

c. VSCrs: learning object; 

d. DtVSCrs: date of the visit of the learning object; 

e. NbrVstVSCr: number of visits to the learning object; 

f. DvVSCr: duration of the visit of the learning object; 

g. RVSCrs: resource of the learning object; 

h. FVSCrs: nature of the learning object. 

The learning traces are presented by a vector Episode(ti, j) which describes a trace of the learner j at 

time ti. 

 

𝐸𝑝𝑖𝑠𝑜𝑑𝑒(𝑡𝑖,𝑗) = (

𝑉𝑆𝐶𝑟𝑠
𝐷𝑡𝑉𝑆𝐶𝑟𝑠

𝑁𝑏𝑟𝑉𝑠𝑡𝑉𝑆𝐶𝑟
𝐷𝑣𝑉𝑆𝐶𝑟
𝐹𝑉𝑆𝐶𝑟
𝑅𝑉𝑆𝐶𝑟

) (1) 

 

In our approach, the learning path (target case / source case) is presented in an object representation 

format (Figure 3) that adapts to the dynamic side of adaptive learning systems. It is modeled by an object that 

is characterized by a "Traces" object vector and a "Validation" attributes indicating the validation of this 

learning path. 

 

 

 
 

Figure 3. Object representation of a learning path 
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3.4.2. Description of the learning problem 

The purpose of this step is the recognition of a new learning path, which is why our system must 

a. Detect the instant tp, including: 

1. The learner does not follow the proposed path; 

2. The learner is blocked at the level of a learning object; 

3. The learner scored negatively during the assessment. 

b. Describe the APC learner (target case) by collecting the traces that are represented as a new, invalidated 

learning path (a new case that needs to be solved), through the creation of the "Episode(ti, j)" vectors at 

each instant ti (i from 0 to p-1). 

 

3.5.  Grouping using FCM 

To solve the KNN algorithm problems (in terms of classification time and sample size) and to 

facilitate the search for similar candidate learners, we used the FCM method to group learners by similar 

degree. We use this method to create clusters whose learners have similar behaviors based on the learning 

traces presented as Episode(ti,j) at each moment ti of the learning process. 

The purpose of this step is to identify the CLAPS cluster closest to the learner in difficulty APC. 

This cluster contains all learners with similar behaviors to the learner APC (even if they have different 

profiles). In this step, we retrieve the IDs of the learners belonging to the CLAPS cluster as a V_CLAPS 

vector. 

 

3.6.  Classification  using KNN 

The previous step allows limiting the number of learners to make the search of the nearest learners 

easy and fast. In order to carry out the classification using the KNN method, we will execute the following 

steps: 

a. Create the Consultation_Episode(ti) matrix for each moment ti (i from 0 to p-1) from the M_CLAPS 

matrix created in the previous step, based on equation (1): 

 

𝐶𝑜𝑛𝑠𝑢𝑙𝑡𝑎𝑡𝑖𝑜𝑛_𝐸𝑝𝑖𝑠𝑜𝑑𝑒(𝑡𝑖) = {
∑ 𝐸𝑝𝑖𝑠𝑜𝑑𝑒(𝑡𝑖,𝑗)

𝑁_𝐴𝑝𝑠
𝑗=1 , 𝑖 = 0

∑ ∑ 𝐸𝑝𝑖𝑠𝑜𝑑𝑒(𝑡𝑖,𝑗)
𝑁_𝐴𝑝𝑆
𝑗=1

𝑡𝑝−1

𝑖=0
, 𝑖 ≥ 1 

 (2) 

 

b. Calculate the similarity "d" between 𝐄𝐩𝐢𝐬𝐨𝐝𝐞(𝐭𝐢,𝐀𝐩𝐒) and each line of the Consultation_Episode(ti) matrix 

for each moment ti (i from 0 to p-1). 

c. Save the distances d0 ... dp-1 in a table Dti and sort this table in increasing order for each moment ti (i from 

0 to p-1). 

d. Retrieve the learners according to the distance table sorted for each moment ti (i from 0 to pb-1). 

e. Get the first k learners for each moment ti (i from 0 to p-1). 

f. Calculate ∑ 𝑑𝑖
𝑝−1
𝑖=0  

g. Find the APS learner who has a minimum distance min ∑ 𝑑𝑖
𝑝−1
𝑖=0  

h. Assign APS behavior to APC and update the APC profile. 

 

3.7. Adaptation and revision of a new learning path 

The learner in difficulty will inherit the same behavior and learning path of the nearest neighbor 

learner who has a minimal distance. If the system detects another learning problem in the learning process, it 

returns to the elaboration of learning problem step, otherwise a control of the adapted learning path will be 

executed through the actual observation of the learning process or the results obtained during the evaluation. 

If the system detects another learning problem in the learning process, it returns to the elaboration of 

the learning problem. 

 

3.8.  Saving a learning path 

If the system detects no change in the revised learning path. The new learning path of the learner in 

difficulty APC and their learning traces becomes a new learning experience that is solved and maintained in 

the learning base to solve future learning problems. 
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4. RESULTS AND DISCUSSIONS 

4.1. Presentation of the data 

In this section, we test the effectiveness of the combination of the FCM method and the KNN 

method in the Retrieve step of IDCBR recall step. We first apply the KNN method and then we combine 

the FCM and KNN to find the nearest learners, using the Matlab software. We define the following elements: 

a. The number of learners: 22 learners. 

b. The Merise course contains 5 learning units, each unit of the course is presented by different versions. 

c. The initials profiles of the learners: 4 profiles (Sensing / Visual, Sensing / Verbal, Intuitive / Verbal and 

Intuitive / Visual) 

d. The number of K neighbors: in general, the good value of K is √𝑛  where n is the population [26]. In our 

case, n is the number of learners who validated the course. 

e. The measure of distance: the Euclidean distance (d); 

We have grouped the learners' traces in the different instants ti (i from 0 to 4) in the Table 2. Each 

row of the table presents the matrix 𝐂𝐨𝐧𝐬𝐮𝐥𝐭𝐚𝐭𝐢𝐨𝐧_𝐄𝐩𝐢𝐬𝐨𝐝𝐞(𝐭𝐢) (with i from 0 to 4 and j is the Id of 

the learner) and each row of this matrix contains the vector 𝐸𝑝𝑖𝑠𝑜𝑑𝑒(𝑡𝑖,𝑗) which presents the trace of 

the learner j in moment ti. The trace contains a set of information on the activity carried out by the learner at 

each moment ti such as the duration of consultation of the learning object (D), the number of times of 

consultation (T), the format (F) and the resource (R) of this learning object. 

 

 

Table 2. Traces of learners at each episode ti 

 
 

 

The Table 3 presents the number of learners by profile. Of the 22 students, 17 validated the course 

(Id 1-17) and the other students have learning problems (Id 18-22). Table 4 show learners that have a 

learning problem. We take by test, the learner in difficulty whose ID is 18 who has a learning problem in 

learning unit 3 (moment t2). The Figure 4 illustrated by the Matlab software shows the distribution of learners 

according to the first 3 attributes at moment t0, before classification in clusters (the duration of consultation, 

the number of visit, the resource and the format of the object learning). The learner ID 18 is presented by 

the sign +. 

 

 

Table 3. Number of learners by profile 
Profiles Number of learners 

Sensing / Visual 15 

Sensing / Verbal 3 

Intuitive / Verbal 3 

Intuitive / Visual 1 
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Table 4. Learners have a learning problem  
Learner Initial profile 

18 Sensing / Visual 

19 Sensing / Visual 
20 Sensing / Visual 

21 Intuitive / Visual 

22 Intuitive / Verbal 

 

 

 
 

Figure 4. Distribution of learners before classification 

 

 

4.2. Classification using KNN 

We apply the K Nearest Neighbors algorithm by comparing the traces of the learner Id 18 with 

the traces of 17 learners who validated the course, we obtain the Ids of the K nearest with the Matlab 

software as shown in Table 5. We apply the K Nearest Neighbors algorithm at each instant ti, we obtain 

the following results with the Matlab software as shown in Table 6. 

 

 

Table 5. Id of learners according to KNN 
Number of the K nearest learners 

2 3 4 
Id d Id d Id d 

1 31,02 1 31,02 1 31,02 

3 46,22 3 46,22 3 46,22 
11 46,32 11 46, 32 

5 49,16 

 

 

Table 6. ID of learners according to KNN for each moment ti 
Number of the K nearest learners K=2 Number of the K nearest learners K=3 Number of the K nearest learners K=4 

t0 t1 t0 t1 t0 t1 

Id d Id d Id D Id d Id d Id d 

1 31 1 1,26 1 31 1 1,26 1 31 1 1,26 
13 32,01 3 4,47 13 32,01 3 4,47 13 32,01 3 4,47 

7 38,11 11 11 7 38,11 11 11 

4 41,77 5 16,29 

 

 

4.3. Combinaison of KNN and FCM 

We apply the Fuzzy C-Means algorithm; we obtain the results presented in the Table 7 with 

the Matlab software, which indicate the number of learners existing in the cluster of which the learner Id18 

belongs, according to the number of clusters. We are running the K Nearest Neighbors algorithm in 

the cluster of which the Learner Id 18 belongs, we get the following results as shown in Table 8. 

The Figure 5 shows the grouping of learners in the 4 clusters (red, green, yellow, blue), according to the first 

three attributes at time t0. We run the K-Plus Nearest Neighbors algorithm in the cluster of which the learner 

Id 18 belongs to each ti as shwon in Tables 9-11. 
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Table 7. Number of learners by cluster 
Number of Clusters C Number of learners 

2 16 

3 12 

4 11 

 

 

Table 8. ID of K nearest learners by cluster number 
Number of Clusters C Number of the K nearest learners K 

2 3 4 

Id D Id D Id d 

2 

1 31,02 1 31,02 1 31,02 

3 46,22 3 46,22 3 46,22 

10 46,32 10 46,32 
5 49,16 

3 

1 31,02 1 31,02 1 31,02 

2 46,22 2 46,22 2 46,22 
  8 46,32 8 46,32 

4 49,16 

4 

1 31,02 1 31,02 1 31,02 
2 46,22 2 46,22 2 46,22 

8 46,32 8 46,32 

4 49,16 

 

 

 
 

Figure 5. Repartition of learners after classification into 4 clusters 

 

 

Table 9. ID of K nearest learners by cluster number (C = 2) for each moment ti 

Number of 

Clusters C 

Number of the K nearest 

learners K=2 

Number of the K nearest 

learners K=3 

Number of the K nearest 

learners K=4 

t0 t1 t0 t1 t1 t0 

Id d Id Id D Id Id d Id Id d Id 

2 

1 31 1 1,26 1 31 1 1,26 1 31 1 1,26 
12 32,01 3 4,47 12 32,01 3 4,47 12 32,01 3 4,47 

7 38,11 10 11 7 38,11 10 11 

4 41,77 5 16,29 

 

 

Table 10. ID of K nearest learners by cluster number (C = 3) for each moment ti 

Number of 

Clusters C 

Number of the K nearest 

learners K=2 

Number of the K nearest 

learners K=3 

Number of the K nearest 

learners K=4 

t0 t1 t0 t1 t1 t0 
Id d Id d Id d Id D Id d Id d 

3 

1 31 1 1,26 1 31 1 1,26 1 31 1 1,26 

9 32,01 2 4,47 9 32,01 2 4,47 9 32,01 2 4,47 
6 38,11 8 11 6 38,11 8 11 

3 41,77 4 16,29 
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Table 11. ID of K nearest learners by cluster number (C = 4) for each moment ti 

Number of 

Clusters C 

Number of the K nearest 

learners K=2 

Number of the K nearest 

learners K=3 

Number of the K nearest 

learners K=4 

t0 t1 t0 t1 t1 t0 
Id d Id Id d Id Id d Id Id d  Id 

4 

1 31 1 1,26 1 31 1 1,26 1 31 1 1,26 

12 32,01 3 4,47 12 32,01 3 4,47 9 32,01 2 4,47 
7 38,11 10 11 6 38,11 8 11 

3 41,77 4 16,29 

 

 

4.4. Graphic representations & discussions 

From Table 5 and Table 8, we generate the following graph as shown in Figure 6 to present 

the different learner Ids by distance using KNN and combining KNN with FCM. From Table 6 and Table 11, 

we generate the following graphs as shown in Figure 7 to present the different learner IDs by distance using 

KNN for the moment t1 as shown in Figure 8. 

 

 

 
 

Figure 6. ID of learners according to distances 

according to KNN & combination FCM 

and KNN (with K = 4) 

 
 

Figure 7. K (k = 4) nearest learners according to the 

combination of KNN and FCM (C = 2, 3, 4) for t0 

 

 

According to Figure 6, Figure 7 and Figure 8, the results obtained by KNN and the combination of 

KNN with FCM give similar results. But the results of the combination of KNN with FCM are more 

accurate. The learner Id 1 is the nearest learner to the learner Id 18 (in difficulty) at times t0 and t1, using 

KNN or the combination of KNN and FCM. The difference remains in the number of learners to compare 

and the time of calculation of similarity. Using the KNN method, the number of samples is 17 learners 

however with the combination of FCM and KNN methods, the number of sample is 11 learners which 

reduces the classification time. 

 

 

 
 

Figure 8. K (k = 4) nearest learners according to the combination of KNN and FCM (C = 2, 3, 4) for t1 
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5. CONCLUSION & PERSPECTIVES 

The real-time personalized follow-up of the learner in an adaptive learning system allows to offer 

him a learning adapted to his profile and his needs in order to avoid the problem of failure and abandonment. 

We have developed an approach to an adaptive learning system that supports and accompanies the learner in 

their learning process based on the IDCBR, which takes into account dynamic changes in learner behavior, 

the arrival of new data during the learning process and the successful experiences of other learners. For these 

reasons, we opted to use the IDCBR approach that integrate the KNN algorithm in the Retrieve step to search 

for learners with similar behaviors, these learners are grouped into homogeneous clusters using the FCM 

method.  

This combination makes it possible on the one hand to offer a learning path adapted to the profile of 

the learner and based on the experiences of other learners with similar behavior by observing and analyzing 

their learning traces, and on the other hand, overcomes the limitations of the KNN algorithm in terms of 

computation time and memory. Our future work is to test our approach on a large number of learners, 

to organize the knowledge base (case base) to facilitate the search for learners with similar behaviors, 

to develop the different steps of the IDCBR and to associate a mobile agent at each step of the IDCBR cycle 

to perform specific tasks. 
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