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#### Abstract

This paper proposes an improved Convolutional Neural Network (CNN) algorithm approach for license plate recognition system. The main contribution of this work is on the methodology to determine the best model for four-layered CNN architecture that has been used as the recognition method. This is achieved by validating the best parameters of the enhanced Stochastic Diagonal Levenberg Marquardt (SDLM) learning algorithm and network size of CNN. Several preprocessing algorithms such as Sobel operator edge detection, morphological operation and connected component analysis have been used to localize the license plate, isolate and segment the characters respectively before feeding the input to CNN. It is found that the proposed model is superior when subjected to multi-scaling and variations of input patterns. As a result, the license plate preprocessing stage achieved $74.7 \%$ accuracy and CNN recognition stage achieved $94.6 \%$ accuracy.
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## 1. INTRODUCTION

License plate recognition (LPR) system [1]-[3] has been extensively utilized as a part of real life applications such as criminal pursuit, automatic toll collection [4] and enhancing of Automated Enforcement System (AES) performance which aims to control traffic efficiency. In terms of security, LPR has been used in traffic management to detect the owner of the car who has breached the traffic laws and to find stolen vehicles. LPR system is also used for access control to enter a building. The Automatic LPR system was introduced in 1979 at the Police Scientific Development Branch in United Kingdom for security purposes.

Image processing is the main technique to be used in LPR recognition system. Developing the LPR system using image processing is challenging due to limited ability to deal with multi-scaling since the LPR image can appear to be dirty, motion blur, poor resolution, poor lighting, low contrast and etc. The license plate can also appear to be dirty and motion blur. There are five primary stages to identify a license plate. Initially, localization technique is used to find and isolate the license plate on the input image. This is followed by plate orientation to compensate the skew condition of the plate and resizing to adjust the dimensions to the required size respectively. Then, image normalization will be performed to adjust the brightness and contrast of the image. The character segmentation intends to segregate individual character from the license plate.

The recognition part of the LPR system has almost a routine algorithm. It involves adaptive thresholding, component labeling, feature extraction and classification. Among the five major parts, the character recognition process is the most challenging part. This is because, the recognition of the characters is highly dependent on the type of algorithms applied in the first four major parts. In fact, the segmented
characters can appear in various looks. Therefore, a robust character recognition method is required and CNN has possibility solve to the mentioned challenges.

CNN is well-known as a scale and rotation invariant in pattern recognition tasks. CNN accepts raw images that have been preprocessed with the minimal preprocessing algorithm and train the input samples in supervised mode. It combines compression (dimensionality reduction), feature extraction and classification processes in a single architecture. Until now, CNN has been applied to various applications such as face detection [5]-[10], face recognition [11]-[15], gender recognition [16]-[19], object classification and recognition [20]-[22], character recognition [23]-[25], texture recognition [26], finger-vein [27], etc. Despite the listed advantages, CNN has limitations in terms of cost and speed. This is due to the compute intensive image processing algorithm being incorporated in the design such as convolution and subsampling. The convolution process takes almost $90 \%$ of the processing time [28]. Therefore, in order to overcome the limitation, designing a small CNN size could aid in reducing the processing time.

The LPR using CNN has been reported in [29]. However, the characters are manually segmented while the real problem of LPR started from the preprocessing stage. In [30], they implemented LeNet-5 architecture with 7 layers by inserting the whole license plate as input and reported $98.25 \%$ accuracy. This work classifies between the license plate and non-license plate and not recognizing the characters. They used 2400 license plates and 4000 non-license plate dataset and divided into train and test dataset. Besides, the accuracy rate on license plate detection is incomparable with this work have shown that system performed at the other researches improved on the preprocessing part to improve the result obtained on recognition.

In [31], they proposed two local binary methods, which are local Otsu and an improved Bernsen algorithm. Connected Component Analysis (CCA) is used for binary images searching in an eight-connectivity situation. Besides, according to [32], the labelling algorithm uses a '4-connectivity' method to mark the group of connected pixels and labels them using different numbers. For the recognition part [33], used template matching and achieved the accuracy of $87 \%$. Based on [34], the character region is calculated by using variance projection algorithm. This is used to enhance its noise immunity and improve the segmentation accuracy. An iterative mean filter is used to smooth the original vertical variance projection graph in order to find the corresponding peak to determine the number of character in the license plate. The accuracy achieved unsatisfied.

## 2. METHODOLOGY

### 2.1. Database collection

In fact, the license plate dataset are difficult to obtain since their privacy concern. Therefore the images of vehicle license plate are randomly captured around Malacca area as datasets. The images are set up as RGB, 256 bit with $1280 \times 800$ resolution. The dataset taken exceed 1000 of RGB images. 700 of 1000 are used as training and the remaining as testing dataset.

### 2.2. LPR system flowchart

According to Figure 1, it is illustrated the flow chart of overall LPR system phases. The detail algorithm of enhanced SDLM can be referred in [35]. MATLAB and C language has been used as the platform. The overall system consists of three main phases: Preprocessing, Segmentation and Character Recognition. The uniqueness of this approach compared to other existing works on Malaysian's license plate is the implementation of CNN at the recognition part. The whole methodology will be explained in next sections.


Figure 1. Flow chart of LPR system

### 2.3. Preprocessing

Preprocessing is the initial stage of image processing tasks to enhance the quality of the image. In this stage, noises are reduced and unwanted features are eliminated to ease the burden of the CNN at the recognition stage. The preprocessing steps involve for LPR includes the following sequence.

### 2.3.1. License plate localization

The captured images are in RGB format. The images are converted to grayscale to ease the computational process (Figure 2). After that, the grayscale images are processed by Sobel operator edge detection. A threshold of the edge detection is set in order to decrease the sensitivity. By doing this, the edges that are not significant will be ignored. Two histogram graphs are produced based on the edge detection process. The histogram graph represents the column-wise and row-wise histogram of the image as shown in Figure 3.


Figure 2. Conversion from RGB into grayscale image


Figure 3. License plate localization using Sobel operator edge detection (a) Histogram of column-wise
(b) Histogram of row-wise

In the column-wise graph, the histogram calculates the number of pixels at the column part of the diagram. In this histogram, the license plate and character edges are traced. A threshold is set to ignore those that are not license plate candidates. In the row-wise graph, the higher the number of edges in horizontal of the image will create high peaks. With the mean threshold of edges, the location of the license plate can be determined. The final outcome of the license plate localization as shown in Figure 4.

### 2.3.2. Character isolation

When the location of the license plate is determined, the height and width are calculated and cropped out. The license plate image is cropped directly from the original input image which is in RGB format. After that, the license plate is converted into the grayscale format and finally to binary format for morphological operation. Morphology operation can be used to remove the unwanted noise and isolate the characters from the license plate. In the next step, a rectangle structuring element is created. The dilation and erosion processes are used to separate the foreground and background pixel of the license plate image. The dilation process enlarges the foreground pixel while the erosion shrinks the foreground pixel. By applying subtraction of these two output processes, the edge of the foreground pixel can be obtained. Furthermore, through convolution and contrast color adjusting, the foreground object will be more significant. Finally, the character of the license plate character and background area can be differentiated and filtered out. The final outcome in process character isolation is shown in Figure 5.
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Figure 4. Output of license plate localization
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Figure 5. License plate isolation using Morphological operation

### 2.3.3. Character segmentation

After implementing the previous step, the remaining items in the image are only characters. By this, Connected Component Analysis is used to segment the characters using connected pixel in the image. Each of the characters segmented into an individual image for recognition. The output of the character segmentation process is shown in Figure 6.

### 2.3.4. Character resize and padding

The segmented characters are being resized into $18 \times 8$ pixel size to reduce the complexity of the image. Besides that, the image is further padding by 2 pixels on the surrounding of the image to become $22 \times 12$ pixel image. Padding is carried out to ensure that all the features are available during the recognition process. The image after padding is shown in Figure 7.


Figure 6. Each of the character is segmented into one image
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Figure 7. Characters image is resized and padded into $22 \times 12$ pixel image

### 2.3.5. Normalization

In CNN recognition system, the image is trained using numeric data of the image. The accepted range of the numeric data is from -1 to 1 . The min-max normalization is applied to the input images to rescale within the mentioned range. The equation of the min-max normalization is shown below:

### 2.4. Character recognition

Character recognition is the second stage after preprocessing. In this stage, all the characters are in numeric data form and can be the input for CNN system.

The final output of the preprocessing stage is a set of $22 \times 12$ pixels of the image to feed the CNN architecture. The CNN model used in this work is a four-layered architecture. The first and second layer
applied to the fusion method proposed by Mamalet and Garcia. In order to find the best architecture model and the best parameters, 10 -fold cross-validation technique has been used.

A total of $80 \%$ from the overall sample have been used for 10 -fold cross-validation technique. The initial weight used for training and validation are the same for all experiment to ensure a fair evaluation. There are few parameters tested using 10 -fold cross validation. The parameters include the number of feature map at each layer, the pattern of connection of the first layer and second layer, type of weight, value of the regulated parameter and the $\gamma$-constant (Figure 8).


Figure 8. Mean square error versus feature map graph

### 2.5. LPR system developed in MATLAB GUI

In order to create a user friendly LPR system, the program is developed in MATLAB software and using a MATLAB Graphical User Interface (GUI) for the system representation. As shown in Figure 9, the GUI is a platform to provide a user friendly interface and improve the sustainability of this system.


Figure 9. LPR system GUI

## 3. RESULTS AND DISCUSSION

### 3.1. CNN architecture analysis

### 3.1.1. Feature map

From the Figure 10, there are 12 feature map configurations are being tested through 10 -fold cross-validation. The 12 configurations include 3-14-60, 4-14-60, 4-15-60, 5-11-60, 5-12-30, 5-12-40, $5-12-50,5-12-60,5-13-60,5-14-60,5-15-60$ and 6-14-60. Equation (1) and Equation (2) indicates the sizes of the output map $\left(\mathrm{M}_{\mathrm{x}}, \mathrm{M}_{\mathrm{y}}\right)$, in x and y direction and the convolution/subsampling process respectively.

$$
\begin{align*}
& M_{x}^{(l)}=\frac{M_{x}^{(l-1)}-\left(K_{x}^{(l)}-s_{x}^{(l)}\right)}{s_{x}^{(l)}} ; M_{y}^{(l)}=\frac{M_{y}^{(l-1)}-\left(K_{y}^{(l)}-s_{y}^{(l)}\right)}{s_{y}^{(l)}}  \tag{1}\\
& y_{p j}^{(l)}=f\left(\sum_{i \in M_{j}^{(l-1)}} \sum_{(u, v) \in K^{(l)}} w_{j i(u, v)}^{(l)} 0 x_{p i}^{(l-1)}(c+u, r+v)+b_{j}^{(l)}\right) \tag{2}
\end{align*}
$$

where $K=\left\{(u, v) \in N^{2} \mid 0 \leq u<k_{x} ; 0 \leq v<k_{y}\right\}, \quad k_{x}$ and $k_{y}$ are the width and the height of the convolution kernels $w_{j i}{ }^{(l)}$ of layer (l) and $\mathrm{b}_{\mathrm{j}}{ }^{(1)}$ is the bias of feature map n in layer $(l), c$ and $r$ refers to the current pixel and p refers to the particular training sample. The set $M_{j}^{(l-1)}$ contains the feature maps in the preceding layer $(l-1)$ that are connected to feature map n in layer $(l)$. The notation f is the activation function of layer $(l)$. The variable $u$ and $v$ describes the horizontal and vertical step size of the convolution kernel in layer $(l)$.


Figure 10. Final architecture of CNN model

The initial feature map in C1, C2 and C3 layers is 5, 14 and 60 features maps. Meanwhile the output layer contains 33 neurons since there are a total of 33 character classes for Malaysian license plate. But the number of feature maps at $\mathrm{C} 1, \mathrm{C} 2$ and C 3 layer can vary to suit to the complexity of the input image. Figure 10 is the final result after testing each feature map configuration.

### 3.1.2. Connection pattern

There are 6 types of pattern connection between C 1 and C 2 layer as shown in Table 1. The selection of connection in every layer is evaluated by the lowest validation error in these 6 types of connection. Each type of connection is be tested from the first column to the last column in a sequential manner. The lowest validation error among six types of connection will be chosen. Throughout the 10 -fold cross-validation, the best connection pattern is as shown in Table 2.

Table 1. Connection between C1 and C2 layers

| Layer | Connection |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $1^{\text {st }}$ layer | 0 | 0 | $\times$ | $\times$ | $\times$ |
| $2^{\text {nd }}$ layer | $\times$ | 0 | $\times$ | 0 | $\times$ |
| $3^{\text {rd }}$ layer | 0 | $\times$ | $\times$ | $\times$ | $\times$ |
| $4^{\text {th }}$ layer | $\times$ | 0 | $\times$ | 0 | $\times$ |
| $5^{\text {th }}$ layer | $\times$ | $\times$ | $\times$ | $\times$ | 0 |
| $6^{\text {th }}$ layer | 0 | $\times$ | $\times$ | $\times$ | $\times$ |
| $7^{\text {th }}$ layer | 0 | 0 | $\times$ | $\times$ | $\times$ |
| $8^{\text {th }}$ layer | 0 | 0 | $\times$ | $\times$ | $\times$ |
| $9^{\text {th }}$ layer | 0 | $\times$ | $\times$ | $\times$ | $\times$ |
| $10^{\text {th }}$ layer | 0 | 0 | $\times$ | $\times$ | $\times$ |
| $11^{\text {th }}$ layer | 0 | $\times$ | $\times$ | $\times$ | $\times$ |
| $12^{\text {th }}$ layer | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |

Table 2. Six Type of Connection

| Type of connection | Pattern |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Connection 1 | $\times$ | $\times$ | $\times$ | 0 | 0 |
| Connection 2 | 0 | $\times$ | $\times$ | $\times$ | 0 |
| Connection 3 | 0 | 0 | $\times$ | $\times$ | $\times$ |
| Connection 4 | $\times$ | 0 | $\times$ | 0 | $\times$ |
| Connection 5 | $\times$ | $\times$ | $\times$ | $\times$ | 0 |
| Connection 6 | 0 | $\times$ | $\times$ | $\times$ | $\times$ |

### 3.1.3. Type of weight selection

The weight initialization is carried out by using 10 -fold cross-validation. There are 4 types of weight being tested namely Gaussian, Nguyen, Fan-in and uniform. From Table 3, the Gaussian weight produces the best accuracy which is $81.48 \%$ for recognition. Therefore, Gaussian weight has been used for the rest of the testing.

Table 3. Type of weight versus accuracy

| Types of weight | Accuracy $(\%)$ |
| :---: | :---: |
| Gaussian | 81.48 |
| Nguyen | 48.00 |
| Fan-in | 0.00 |
| Uniform | 59.00 |

The learning algorithm used in training the CNN is an enhanced version of Stochastic Diagonal Levenberg Marquadt (SDLM) [35] algorithm. This learning algorithm is better than standard backpropagation in which it avoids the gradient from getting trap into the local minima. As a result when SDLM algorithm is used, a smoother error gradient is achieved. In the mentioned algorithm, there are two parameters need to be tuned namely regularization, parameter $\mu$ and the $\gamma$ parameter.

### 3.1.4. Regularization parameter

The regularization parameter is the parameter of the learning algorithm which is SDLM. This parameter can vary from 0.04 until 0.09 . The outcome of each value of the regularization parameter is shown in Figure 11.

From Figure 11, the regularization parameter $=0.04$ has produce the lowest mean square error (MSE) in comparison to others. Therefore, 0.04 is the best value to be used for license plate recognition. According to the graph, the feature map 5-12-60 performance is higher than other configuration which also including the initial feature 5-14-60. Through this experiment, a best feature map configuration is obtained which is 5-12-60.


Figure 11. Mean square error versus regulation parameter graph

### 3.1.5. $\mathbf{y}$-constant

$\gamma$-constant is also the parameter from SDLM learning algorithm. The value of the $\gamma$-constant can either be $0.1,0.01$ or 0.001 . The result of the performance is obtained by the accuracy of recognition during validation by using 10 -fold cross-validation experiment. The Table 4 showed that the $\gamma$-constant 0.01 having the highest accuracy of recognition which is $81.48 \%$. So that, $\gamma$-constant $=0.01$ is used in the CNN recognition system.

This result can be further improved if the problem at the preprocessing part has solved. Table 5 shows the accuracy of preprocessing and CNN recognition.

Table 4. $\gamma$-constant versus Accuracy

| Value | Accuracy $(\%)$ |
| :---: | :---: |
| 0.1 | 77.37 |
| 0.01 | 81.48 |
| 0.001 | 77.78 |

Table 5. Accuracy of LPR System

| Table 5. Accuracy of LPR System |  |
| :---: | :---: |
| Process | Accuracy $(\%)$ |
| Preprocessing | $74.7 \%$ out of 300 samples |
| CNN recognition | $94.6 \%$ out of 528 samples |

### 3.1.6. Performance of the designed LPR system

In this paper, two types of accuracies are taken at different stages. The first accuracy is taken at the preprocessing part the system and the second one is taken at the classification stage. The classification result is taken according to the number of characters successfully recognized.

Table 5 describes that the preprocessing part achieves $74.7 \%$ out of 300 samples tested which does not achieve the expectation level. The preprocessing algorithm needs to be further improved in order to effectively filter out noises such as environment factor (illumination) to achieve higher accuracy. The preprocessing process is prominent because whenever the LPR system failed to preprocess the input image correctly, the accuracy will be affected at the classification stage.

CNN able to achieve $94.6 \%$ out of 528 samples tested. This CNN recognition designed model has achieved the expectation level that can practically use in future. The CNN recognition can be considered as a robust recognition technique to be used in license plate character recognition.

## 4. CONCLUSION

A LPR system using the CNN recognition method is successfully developed. The preprocessing stage of LPR system that is developed in MATLAB software has successfully merged with the CNN recognition system in C language. This system needs improvement at the preprocessing stage to achieve a better accuracy level. For future recommendation, this proposed work can be used to enhance the AES in Malaysia. Currently the AES is used to capture the vehicle that exceeds the speed limit only. The analysis of the captured images is done by human.
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