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 In this paper, an approximate analytical solution for solving the fuzzy Bratu 

equation based on variation iteration method (VIM) is analyzed and modified 

without needed of any discretization by taking the benefits of fuzzy set 

theory. VIM is applied directly, without being reduced to a first order system, 

to obtain an approximate solution of the uncertain Bratu equation. 

An example in this regard have been solved to show the capacity and 

convenience of VIM. 
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1. INTRODUCTION  

In various fields of science and engineering, nonlinear phenomena are fundamental. However, 

the nonlinear models of real - life issues are still difficult to resolve numerically or analytically [1]. 

The research and development of better and more efficient solutions for approximate or numerical solution to 

non - linear problems has recently received considerable attention. Many of these nonlinear models are in 

the form of ordinary equations an often be understood by reference to a simple nonlinear ordinary initial 

value problem such as the Bratu equation. The Bratu type equation was derived from the thermal combustion 

theory models of solid fuel ignition [1] that has a number of physical applications, such as theory of chemical 

reactors, heat transmission, the electro station, the fluid mechanics, and the physical sciences [2]. Various 

known models classified as problems with dynamic real life that can be formulated as a mathematical model 

with fuzzy differential equations. 

Fuzzy differential equations (FDEs) are a great instrument for modeling a dynamic system when 

insufficient information regarding its behaviour. The original FIVP problem occurred when these problems 

were imperfectly modeled and their character was under uncertainty. Fuzzy ordinary differential equations 

are a good way of modeling dynamic systems with uncertainties or vagueness. The fuzzy models are 

employed in several applications of real life, including population models [3, 4], mathematical physics [5], 

and medicine [6]. In many cases the initial value problem under fuzziness, its exact solution is not exist or 

very hard to obtain analytically. Therefore, developing the approximate methods from crisp domain to fuzzy 

domain is necessary in order to obtain the solution of nonlinear fuzzy problems.  
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The approximate solutions to nonlinear fuzzy problems using approximate analytical methods 

usually helps to increase the perceptual perception of physical problems. The fundamental advantage of an 

approximate method is to solve strong nonlinear problems without the needs of the exact solution to 

determine the solution's accuracy. Several approximate analytical methods have been used in recent years to 

solve fuzzy initial problems. The Adomain Decomposition Method (ADM) is used for solving first order 

linear and nonlinear FIVP [7, 8] and second order linear FIVP [9]. Meanwhile, the Homotopy Perturbation 

Method (HPM) is used to solve first order linear and nonlinear FIVP [10, 11] and second order linear  

FIVP [12]. Furthermore, the Variational Iteration Method (VIM) [13] and Optimum Homotopy Asymptotic 

method [14] are used to solve first order nonlinear FIVP.VIM was first introduced and proposed 

by He [15-19]. This method is different from the some classical techniques whereby nonlinear equations are 

solved easily and more accurately. VIM has recently been applied to many fields in physics and engineering 

problems [20-22]. This method is very useful for solving high order linear and nonlinear initial value 

problem directly without reducing to a first system and requirement or restrictive assumptions for 

the nonlinear terms [17] compared to the HPM and ADM, where computational algorithms are normally used 

to decompose the nonlinear terms. In this study, we introduce the Bratu equation in fuzzy form for the first 

time and proposed the approximate analytical solution for second order nonlinear FIVP using VIM. Modified 

VIM will be the first time used for solving nonlinear Bratu equation and is analyzed based on the framework 

of fuzzy problem by taking the advantages of the fuzzy set theory. 

 

 

2. BASIC FUZZY CONCEPTS  

Definition 2.1 [23]: The r-level (or r-cut) set of a fuzzy set �̃�, labeled as �̃�𝒓, is the crisp set of all 

𝒕 ∈ 𝑻 such that 𝝁�̃� ≥ 𝒓 i.e. 

�̃�𝒓 = {𝒕 ∈ 𝑻|𝝁�̃� > 𝒓, 𝒓 ∈ [𝟎, 𝟏]}. 
The r-level set is the link between the fuzzy domain and the crisp domain by using the advantages of 

the theories in crisp domain in the fuzzy domain. 

Figure 1 Shows the degree of fuzzy membership function [24] connected with the values of r-level 

sets for all 𝒓 ∈ [𝟎, 𝟏]. When the value of r-level set is approach to 1, means that the fuzzy area become 

smaller and close to crisp domain. 

 

 

 
 

Figure 1. The fuzzy r-level sets 

 

 

Definition 2.1: Fuzzy numbers are a subset of the real numbers set, and represent uncertain values. 

Fuzzy numbers are linked to degrees of membership that state how true it is to say if something belongs or 

not to a determined set. A fuzzy number µ is called a triangular fuzzy number [24] as shown in Figure 2 if 

defined by three numbers  <  <   where the graph of µ (𝑥) is a triangle with the base on the interval 

[, ] and vertex at 𝑥 =  and its membership function has the following form, 

 

𝜇(𝑥; 𝛼, 𝛽, 𝛾) =

{
 
 

 
 

0 ,            𝑖𝑓 𝑥 < 𝛼
𝑥−𝛼

𝛽−𝛼
,            𝑖𝑓 𝛼 ≤ 𝑥 ≤ 𝛽

𝛾−𝑥

𝛾−𝛽
,            𝑖𝑓 𝛽 ≤ 𝑥 ≤ 𝑦

0 ,           𝑖𝑓 𝑥 > 𝛾
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Figure 2. Triangular fuzzy number 

 

 

With its r-level is: [𝜇]𝑟 = [𝛼 +  𝑟 (𝛽 − 𝛼), 𝛾 −  𝑟 (𝛾 − 𝛽)], 𝑟 ∈  [0, 1]. 
In this study the class of all fuzzy subsets of ℝ will be denoted by �̃� and solution of FIVP satisfy 

the following properties [25]: 

- 𝜇(𝑥) is normal, i.e ∃𝑥0 ∈ ℝ with 𝜇(𝑥0) = 1, 

- 𝜇(𝑥) Is convex fuzzy set, i. e. 𝜇(𝜆𝑥 + (1 − 𝜆)𝑡) ≥ min {𝜇(𝑥), 𝜇(𝑡)} ∀𝑥, 𝑡 ∈ ℝ, 𝜆[0,1], 
- 𝜇 upper semi-continuous on ℝ, 

- {𝑡 ∈ ℝ: 𝜇(𝑥) > 0} is compact. 

�̃� is called the space of fuzzy numbers and ℝ is a proper subset of �̃�. 

Define the r-level set 𝑥 ∈  ℝ, [𝜇]𝑟 = {𝑥 \ µ(𝑥)  ≥  𝑟}, 0 ≤  𝑟 ≤ 1, where[𝜇]0 = {𝑥 \ µ(𝑥)  > 0} is 

compact, which is a closed bounded interval and denoted by [𝜇]𝑟 = [𝜇(𝑥), 𝜇(𝑥)]. In the single parametric 

form [26], a fuzzy number is represented by an ordered pair of functions [𝜇(𝑥), 𝜇(𝑥)], 𝑟 ∈ [0,1] which 

satisfies:  

- 𝜇(𝑥) is a bounded left continuous non-decreasing function over [0,1]. 

- 𝜇(𝑥) is a bounded right continuous non-increasing function over [0,1] .  
- 𝜇(𝑥) ≤ 𝜇(𝑥), 𝑟 ∈ [0,1]. A crisp number r is simply represented by 𝜇(𝑟) = 𝜇(𝑟) = 𝑟, 𝑟 ∈ [0,1]. 

Definition 2.2 [25]: If �̃� be the set of all fuzzy numbers, we say that 𝑓(𝑥) is a fuzzy function if 

𝑓:ℝ → �̃� 

Definition 2.3 [27]: A mapping 𝑓: 𝑇 → �̃� for some interval 𝑇 ⊆ �̃� is called a fuzzy function process 

and we denote r-level set by: 

 

[𝑓(𝑥)]𝑟 = [𝑓(𝑥; 𝑟), 𝑓(𝑥; 𝑟)] , 𝑥 ∈ 𝐾, 𝑟 ∈ [0,1]  

 

The r-level sets of a fuzzy number are much more effective as representation forms of fuzzy set than 

the above. Fuzzy sets can be defined by the families of their r-level sets based on the resolution identity 

theorem.This is called the Zadeh extension principle. 

Definition 2.4 [25]: Consider �̃�, �̃� ∈ �̃�. If there exists �̃� ∈ �̃�such that �̃� = �̃� + �̃�, then �̃� is called 

the H-difference (Hukuhara difference) of x and y and is denoted by �̃� = �̃� ⊝ �̃�. 

Definition 2.5 [26]: If 𝑓: 𝐼 → �̃� and 𝑦0 ∈ 𝐼 , where 𝐼 ∈ [𝑥0, 𝐾]. We say that 𝑓 Hukuhara 

differentiable at 𝑦0, if there exists an element [𝑓′̃]
𝑟
∈ �̃� such that for all ℎ >  0 sufficiently small (near to 0), 

exists 𝑓(𝑦0 + ℎ; 𝑟) ⊝ 𝑓(𝑦0; 𝑟), 𝑓(𝑦0; 𝑟) ⊝ 𝑓(𝑦0 − ℎ; 𝑟) and the limits are taken in the metric(�̃� , 𝐷): 
 

 

𝑙𝑖𝑚
ℎ→0+

 �̃�(𝑦0+ℎ;𝑟)⊝�̃�(𝑦0;𝑟)

ℎ
= 𝑙𝑖𝑚

ℎ→0+

 �̃�(𝑦0;𝑟)⊝�̃�(𝑦0−ℎ;𝑟) 

ℎ
  

 

The fuzzy set [𝑓 ′̃(𝑦0)]𝑟 is called the Hukuhara derivative of [𝑓′̃]
𝑟
 at 𝑦0. 

These limits are taken in the space (�̃� , 𝐷) if 𝑥0 or K, then we consider the corresponding one-side 

derivation. Recall that �̃� ⊝ �̃� = �̃� ∈ �̃� are defined on r-level set, where [�̃�]𝑟⊝ [�̃�]𝑟 = [�̃�]𝑟 , ∀ 𝑟 ∈ [0,1]. 

By consideration of definition of the metric D all the r-level set [𝑓(0)]
𝑟
 are Hukuhara differentiable at 𝑦0, 

with Hukuhara derivatives [𝑓 ′̃(𝑦0)]𝑟, when 𝑓: 𝐼 → �̃� is Hukuhara differentiable at 𝑦0 with Hukuhara 

derivative [𝑓 ′̃(𝑦0)]𝑟 it’ lead to that 𝑓 is Hukuhara differentiable for all 𝑟 ∈ [0,1] which satisfies the above 

limits i.e. if f is differentiable at 𝑥0 ∈ [𝑥0 + 𝛼,𝐾] then all its r-levels [𝑓 ′̃(𝑥)]
𝑟
 are Hukuhara differentiable 

at 𝑥0. 

  x

(x)

1

0

0.5
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Definition 2.8 [28]: Define the mapping 𝑓 ′̃: 𝐼 → �̃� and 𝑦0 ∈ I , where 𝐼 ∈ [𝑥0, 𝐾] . We say that 𝑓 ′̃ 

Hukuhara differentiable 𝑥 ∈ �̃� , if there exists an element [𝑓(𝑛)]
𝑟
∈ �̃� such that for all ℎ >  0 sufficiently 

small (near to 0), exists �̃�(𝑛−1)(𝑦0 + ℎ; 𝑟) ⊝ 𝑓(𝑛−1)(𝑦0; 𝑟), 𝑓
(𝑛−1)(𝑦0; 𝑟) ⊝ 𝑓(𝑛−1)(𝑦0 − ℎ; 𝑟) and the limits 

are taken in the metric(�̃� , 𝐷) 
 

lim
ℎ→0+

 𝑓(𝑛−1)(𝑦0 + ℎ; 𝑟) ⊝ 𝑓(𝑛−1)(𝑦0; 𝑟)

ℎ
= lim

ℎ→0+

 𝑓(𝑛−1)(𝑦0; 𝑟) ⊝ 𝑓(𝑛−1)(𝑦0 − ℎ; 𝑟) 

ℎ
 

 

Exists and equal to 𝑓(𝑛) and for 𝑛 = 2 we have second order Hukuhara derivative. 

Theorem 2.2 [26]: Let 𝑓: [𝑥0 + 𝛼,𝐾] → �̃� be Hukuhara differentiable and denote [𝑓 ′̃(𝑥)]
𝑟
=

[𝑓′(𝑥), 𝑓′(𝑥)]
𝑟
= [𝑓′(𝑥; 𝑟), 𝑓′(𝑥; 𝑟)].Then the boundary functions 𝑓′(𝑥; 𝑟), 𝑓′(𝑥; 𝑟) are differentiable we can 

write for second order fuzzy derivative  

 

[�̃�′′(𝒙)]
𝒓
= [(𝒇′′(𝒙; 𝒓))

′

, (𝒇
′′
(𝒙; 𝒓))

′

],  ∀ 𝒓 ∈ [𝟎, 𝟏]. 

 

Definition 2.5 [29, 30]: Each function 𝑓: 𝑋 → 𝑌 induces another function 𝑓: 𝐹(𝑋) → 𝐹(𝑌) defined 

for each fuzzy interval 𝑈 in 𝑋 by: 
 

𝑓(𝑈)(𝑦) = {
Sup𝑥∈𝑓−1(𝑦)𝑈(𝑥), 𝑖𝑓 𝑦 ∈ 𝑟𝑎𝑛𝑔𝑒 (𝑓)

0               , 𝑖𝑓 𝑦 ∉ 𝑟𝑎𝑛𝑔𝑒 (𝑓)
  

 

This is also known as the Zadeh extension principle. 

 
 

3. GENERAL FUZZY VIM 

The formulation of VIM for of the approximate solution of crisp general differential equation was 

given in [15]. In this section, the new formulation of VIM for the general fuzzy differential equation by using 

the properties of the fuzzy definitions in section 2 will be presented. Consider general fuzzy differential 

equation  
 

𝐿�̃�(𝑥) − 𝑁(�̃�(𝑥)) = ℎ̃(𝑥)      (1) 

 

Where 𝐿 is a linear operator, 𝑁 a nonlinear operator of the fuzzy function �̃�(𝑥) of crisp variable 𝑥 and ℎ̃(𝑥) 
is the inhomogeneous term such that  
 

�̃�(𝑥) = �̃�(𝑥; 𝑟) = [𝑦(𝑥; 𝑟), 𝑦(𝑥; 𝑟)],  

ℎ̃(𝑥) = ℎ̃(𝑥; 𝑟) = [ℎ(𝑥; 𝑟), ℎ(𝑥; 𝑟)] , for all level set 𝑟 ∈ [0,1]. 
 

According to VIM [15], a correction fuzzy function is constructed as follows 
 

{
𝑦𝑖+1(𝑥; 𝑟) = 𝑦𝑖(𝑥; 𝑟) + ∫ 𝜆 { 𝐿𝑦𝑖(𝑡; 𝑟) − 𝑁 (𝑦𝑖(𝑡; 𝑟)

⏞    ) − ℎ(𝑡; 𝑟)}
𝑥

𝑡=0
𝑑𝑡

𝑦
𝑖+1
(𝑥; 𝑟) = 𝑦

𝑖
(𝑥; 𝑟) + ∫ 𝜆 {𝐿𝑦

𝑖
(𝑡; 𝑟) − 𝑁 (𝑦

𝑖
(𝑡; 𝑟)⏞    ) − ℎ(𝑡; 𝑟)}

𝑥

𝑡=0
𝑑𝑡

  (2) 

 
 

for = 0,1,2, …. . Here in (2) 𝜆 is a Lagrange multiplier that can be identified optimally via variational iteration 

method [18]. According to [15] �̃�𝑖(𝑡; 𝑟)
⏞     is considered as restricted variation such that𝛿 �̃�𝑖(𝑡; 𝑟)

⏞    = 0. 

Expand (2) similar to VIM in crisp to get the following equations: 

Lower bound solution  
 

𝑦1(𝑥; 𝑟) = 𝑦0(𝑥; 𝑟) + ∫ 𝜆 {𝐿𝑦0(𝑡; 𝑟) − 𝑁 (𝑦0(𝑡; 𝑟)) − ℎ(𝑡; 𝑟)}
𝑥

𝑡=0
𝑑𝑡  

𝑦2(𝑥; 𝑟) = 𝑦1(𝑥; 𝑟) + ∫ 𝜆 { 𝐿𝑦1(𝑡; 𝑟) − 𝑁 (𝑦1(𝑡; 𝑟)) − ℎ(𝑡; 𝑟)}
𝑥

𝑡=0
𝑑𝑡  

𝑦3(𝑥; 𝑟) = 𝑦2(𝑥; 𝑟) + ∫ 𝜆 { 𝐿𝑦2(𝑡; 𝑟) − 𝑁 (𝑦2(𝑡; 𝑟)) − ℎ(𝑡; 𝑟)}
𝑥

𝑡=0
𝑑𝑡  
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Upper bound solution 

 

𝑦
1
(𝑥; 𝑟) = 𝑦

0
(𝑥; 𝑟) + ∫ 𝜆 {𝐿𝑦

0
(𝑡; 𝑟) − 𝑁 (𝑦

0
(𝑡; 𝑟)) − ℎ(𝑡; 𝑟)}

𝑥

𝑡=0
𝑑𝑡  

𝑦
2
(𝑥; 𝑟) = 𝑦

1
(𝑥; 𝑟) + ∫ 𝜆 { 𝐿𝑦

1
(𝑡; 𝑟) − 𝑁 (𝑦

1
(𝑡; 𝑟)) − ℎ(𝑡; 𝑟)}

𝑥

𝑡=0
𝑑𝑡  

𝑦
3
(𝑥; 𝑟) = 𝑦2(𝑥; 𝑟) + ∫ 𝜆 { 𝐿𝑦

2
(𝑡; 𝑟) − 𝑁 (𝑦

2
(𝑡; 𝑟)) − ℎ(𝑡; 𝑟)}

𝑥

𝑡=0
𝑑𝑡  

 

Where �̃�0(𝑥; 𝑟) is an initial guess function with possible unknowns that satisfies the initial conditions of 

the given FIVP and 𝜆 is the Lagrange multiplier optimally. The successive approximation, for i ≥ 0 of 

the solution �̃�(𝑥; 𝑟) will be readily obtained upon using the determined the suitable Lagrange multiplier and 

selective of the initial approximation �̃�0(𝑥; 𝑟) consequently, then the exact fuzzy solution is given by 

 

�̃�(𝑥; 𝑟) = lim
𝑖→∞

𝑦𝑖(𝑥; 𝑟)  (3)  

 

 

4. ANALYSIS OF THE FUZZY BRATU EQUATION  

According to [1] the general FIVP Bratu equation is given by: 

 

{
�̃�′′(𝒙) = �̃�𝒆�̃�(𝒙), 𝒙 > 𝟎, �̃� > �̃� 

�̃�(𝟎) = �̃�, �̃�′(𝟎) = �̃� 
  (4) 

 

Following Section 2 to defuzzify (4) for all 𝒓 ∈ [𝟎, 𝟏] as follows: 

 

�̃�(𝑥) : is a fuzzy function of the crisp variable 𝑥 such that [�̃�(𝑥)]𝑟 = [𝑦(𝑥; 𝑟), 𝑦(𝑥; 𝑟)], 

[�̃�]𝑟 = [𝑎, 𝑎]𝑟,  [�̃�]𝑟 = [𝑏, 𝑏]𝑟 ,  
[�̃�]𝑟 = [𝑐, 𝑐]𝑟 are triangular fuzzy numbers, 

�̃�′′(𝑥) : is the second order fuzzy H-derivative of such that [�̃�′′(𝑥)]𝑟 = [𝑦
′′(𝑥; 𝑟), 𝑦

′′
(𝑥; 𝑟)], 

 

Let 𝑓(𝑥, �̃�(𝑥; 𝑟)) = �̃�𝑒�̃�(𝑥) such that  [𝑓(𝑥, �̃�(𝑥; 𝑟))]
𝑟
= [𝑓(𝑥, �̃�(𝑥; 𝑟)), 𝑓(𝑥, �̃�(𝑥; 𝑟))] then the following  

 

{
𝑓(𝑥, �̃�(𝑥; 𝑟)) = 𝐹1 [𝑥, 𝑦, 𝑦]

𝑟
 

𝑓(𝑥, �̃�(𝑥; 𝑟)) = 𝐹2 [𝑥, 𝑦, 𝑦]
𝑟

   (5) 

 

Since �̃�′′(𝑥) = 𝑓(𝑥, �̃�(𝑥; 𝑟)) by using the Zadeh extension principle in Section 2, we can define 

the following membership function  

 

 {
𝑓(𝑥, �̃�(𝑥; 𝑟)) = min{�̃�(𝑡, �̃�(𝑟))|�̃�(𝑟) ∈ �̃�(𝑡; 𝑟)}

𝑓(𝑥, �̃�(𝑥; 𝑟)) = max{�̃�(𝑡, �̃�(𝑟))|�̃�(𝑟) ∈ �̃�(𝑡; 𝑟)}
  (6) 

 

Where 

 

{
𝑓(𝑥, �̃�(𝑥; 𝑟)) = 𝐹1 (𝑥, 𝑦(𝑥; 𝑟), 𝑦(𝑥; 𝑟)) = 𝐹1(𝑥, �̃�(𝑥; 𝑟)) = 𝑎(𝑟)𝑒

𝑦(𝑥;𝑟)

𝑓(𝑥, �̃�(𝑥; 𝑟)) = 𝐹2 (𝑥, 𝑦(𝑥; 𝑟), 𝑦(𝑥; 𝑟)) = 𝐹2(𝑥, �̃�(𝑥; 𝑟)) = 𝑎(𝑟)𝑒
𝑦(𝑥;𝑟)

  (7) 

 

Finally (4) can be written as  

 

{
𝑦′′(𝑥; 𝑟) = 𝑎(𝑟)𝑒𝑦

(𝑥;𝑟), 𝑥 > 0, �̃� > 0̃ 

𝑦(0; 𝑟) = 𝑏(𝑟), 𝑦′(0; 𝑟) = 𝑐(𝑟)      
  (8) 

 

{
𝒚
′′
(𝒙; 𝒓) = 𝒂(𝒓)𝒆𝒚(𝒙;𝒓), 𝒙 > 𝟎, �̃� > �̃� 

𝒚(𝟎; 𝒓) = 𝒃(𝒓), 𝒚
′
(𝟎; 𝒓) = 𝒄(𝒓)      

   (9) 
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In this section, we present the solution of (8-9) by means of VIM in Section 3 and [1]. We first 

construct a correction functional 

 

𝒚𝒊+𝟏(𝒙; 𝒓) = 𝒚𝒊(𝒙; 𝒓) + ∫ 𝝀(𝒕) { 𝒚𝒊
′′(𝒕; 𝒓) − 𝒂(𝒓)𝒆𝒚

(𝒕;𝒓)}
𝒙

𝒕=𝟎
𝒅𝒕  (10) 

 

where 𝒚(𝒕; 𝒓)⏞     are considered as restricted variations, which means 𝒚(𝒕; 𝒓)⏞    = 𝟎. To obtain the suitable value 

of 𝝀(𝒕), we proceed as follows: 

 

𝜽𝒚𝒊+𝟏(𝒙; 𝒓) = 𝜽𝒚𝒊(𝒙; 𝒓) + 𝜽∫ 𝝀(𝒕) { 𝒚𝒊
′′(𝒕; 𝒓) − 𝒂(𝒓)𝒆𝒚

(𝒕;𝒓)}
𝒙

𝒕=𝟎
𝒅𝒕  (11) 

 

and consequently 

 

𝜽𝒚𝒊+𝟏(𝒙; 𝒓) = 𝜽𝒚𝒊(𝒙; 𝒓) + 𝜽∫ 𝝀(𝒕) { 𝒚𝒊
′′(𝒕; 𝒓)}

𝒙

𝒕=𝟎
𝒅𝒕   (12) 

 

Integrating (12) by part which results the following 

 

𝜽𝒚𝒊+𝟏(𝒙; 𝒓) = 𝜽𝒚𝒊(𝒙; 𝒓)(𝟏 − 𝝀
′(𝒕)) + 𝜽𝒚𝒊(𝒕; 𝒓)𝝀(𝒕) + ∫ 𝜽𝒚𝒊(𝒕; 𝒓)

𝒙

𝒕=𝟎
𝝀′′(𝒕)𝒅𝒕 = 𝟎  (13) 

 

The stationary conditions can be obtained as follows: 

 

{

𝟏 − 𝝀′(𝒕) = 𝟎}𝒕=𝒙
𝝀(𝒕) = 𝟎}𝒕=𝒙
𝝀′′(𝒕) = 𝟎}𝒕=𝒙

  (14) 

 

From (13), the Lagrange multipliers, therefore, can be identified as: 

 

𝝀(𝒕) = 𝒕 − 𝒙   (15) 

 

and the iteration VIM of the lower bound formula for solution of (4) is given as 

 

𝒚𝒊+𝟏(𝒙; 𝒓) = 𝒚𝒊(𝒙; 𝒓) + ∫ (𝒕 − 𝒙) { 𝒚𝒊
′′(𝒕; 𝒓) − 𝒂(𝒓)𝒆𝒚

(𝒕;𝒓)}
𝒙

𝒕=𝟎
𝒅𝒕  (16) 

 

Similarly for the upper bound solution of (4): 

 

𝒚
𝒊+𝟏
(𝒙; 𝒓) = 𝒚

𝒊
(𝒙; 𝒓) + ∫ (𝒕 − 𝒙){ 𝒚

𝒊

′′
(𝒕; 𝒓) − 𝒂(𝒓)𝒆𝒚(𝒙;𝒓)}

𝒙

𝒕=𝟎
𝒅𝒕  (17) 

 

 

5. APPLICATION  

In this section, we employ the modified VIM in section to on FIVP Bratu equation and display 

the result in the form of tables and figures. According to Section 2, we consider the fuzzy version of the crisp 

initial value Bratu equation [2] for all 𝒓 ∈ [𝟎, 𝟏]as follows 

 

{
�̃�′′(𝒙) = 𝟐𝒆�̃�(𝒙), 𝒙 > 𝟎             

�̃�(𝟎) = [𝟎. 𝟏𝒓 − 𝟎. 𝟏, 𝟎. 𝟏 − 𝟎. 𝟏𝒓], �̃�′(𝟎) = [𝟎. 𝟏𝒓 − 𝟎. 𝟏, 𝟎. 𝟏 − 𝟎. 𝟏𝒓]
                   (18) 

 

From the fuzzy analysis in section 4, (16) can be written as  

 

{
𝑦′′(𝑥; 𝑟) = 2𝑒𝑦

(𝑥;𝑟), 𝑥 > 0        

𝑦(0; 𝑟) = 0.1𝑟 − 0.1, 𝑦′(0; 𝑟) = 0.1𝑟 − 0.1 
                           (19) 

 

{
𝒚
′′
(𝒙; 𝒓) = 𝟐𝒆𝒚(𝒙;𝒓), 𝒙 > 𝟎        

𝒚(𝟎; 𝒓) = 𝟎. 𝟏 − 𝟎. 𝟏𝒓, 𝒚
′
(𝟎; 𝒓) = 𝟎. 𝟏 − 𝟎. 𝟏𝒓 

                           (20) 
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According to Section 4 the VIM formula of the lower bound solution of (18) is: 

 

𝒚𝒊+𝟏(𝒙; 𝒓) = 𝒚𝒊(𝒙; 𝒓) + ∫ (𝒕 − 𝒙) { 𝒚𝒊
′′(𝒕; 𝒓) − 𝟐𝒆𝒚

(𝒕;𝒓)}
𝒙

𝒕=𝟎
𝒅𝒕                     (21) 

 

Where initial function of (20) is 𝒚𝟎(𝒙; 𝒓) = 𝟎. 𝟏𝒓 − 𝟎. 𝟏. Similarly for the upper bound solution of (21) 

the VIM formula is  

 

𝒚
𝒊+𝟏
(𝒙; 𝒓) = 𝒚

𝒊
(𝒙; 𝒓) + ∫ (𝒕 − 𝒙){ 𝒚

𝒊

′′
(𝒕; 𝒓) − 𝟐𝒆𝒚(𝒙;𝒓)}

𝒙

𝒕=𝟎
𝒅𝒕                    (22) 

 

Where initial function of (20) is 𝒚
𝟎
(𝒙; 𝒓) = 𝟎. 𝟏 − 𝟎. 𝟏𝒓. Since VIM obtain the solution of initial value 

problems in the form of serious solution that converge to the exact solution [16], in order to obtain 

the convergence series we need to expand the nonlinear term 𝒆�̃�(𝒙;𝒓) in (21) and (22) in to Maclaurin series of 

order three such that 

 

{
𝒆𝒚
(𝒕;𝒓) = 𝟏 + 𝒚(𝒕; 𝒓) +

𝒚(𝒕;𝒓)𝟐

𝟐
+
𝒚(𝒕;𝒓)𝟑

𝟔

𝒆𝒚(𝒕;𝒓) = 𝟏 + 𝒚(𝒕; 𝒓) +
𝒚(𝒕;𝒓)𝟑

𝟐
+
𝒚(𝒕;𝒓)𝟑

𝟔

                (23) 

 

Substitute (23) in (21-22) to obtain the following VIM formula: 

 

𝒚𝒊+𝟏(𝒙; 𝒓) = 𝒚𝒊(𝒙; 𝒓) + ∫ (𝒕 − 𝒙) { 𝒚𝒊
′′(𝒕; 𝒓) − 𝟐(𝟏 + 𝒚𝒊(𝒕; 𝒓) +

𝒚𝒊(𝒕;𝒓)
𝟐

𝟐
+
𝒚𝒊(𝒕;𝒓)

𝟑

𝟔
)}

𝒙

𝒕=𝟎
𝒅𝒕  

 (24) 

 

𝒚
𝒊+𝟏
(𝒙; 𝒓) = 𝒚

𝒊
(𝒙; 𝒓) + ∫ (𝒕 − 𝒙) { 𝒚

𝒊

′′
(𝒕; 𝒓) − 𝟐(𝟏 + 𝒚

𝒊
(𝒕; 𝒓) +

𝒚𝒊(𝒕;𝒓)
𝟑

𝟐
+
𝒚𝒊(𝒕;𝒓)

𝟑

𝟔
)}

𝒙

𝒕=𝟎
𝒅𝒕 (25) 

 

Note that increasing the order of the series corresponding with the increasing of iteration of 

the approximate method the accuracy of the solution will be increase. As mentioned in Section 1 large 

number of nonlinear initial value problem under uncertainty cannot obtain the exact solution from its 

equation or very difficult to get the exact solution. Since the exact solution of (17) cannot be obtained 

analytically, in order to detect the accuracy of VIM approximate solution we define the following residual 

error [11], let VIM solution denoted by �̃�𝑽𝑰𝑴(𝒙; 𝒓) such that  

 

𝑹�̃�(𝒙; 𝒓) = |�̃�𝑽𝑰𝑴(𝒙; 𝒓) − 𝟐𝒆
�̃�𝑽𝑰𝑴(𝒙;𝒓)|                   (26) 

 

From (24) and (25) the third order VIM approximate solution of (17) for all 𝒓 ∈ [𝟎, 𝟏] is given by  

 

�̃�𝑽𝑰𝑴(𝒙; 𝒓) = ∑ �̃�𝒊(𝒙; 𝒓)
𝟑
𝒊=𝟎                     (27) 

 

Table 1 displayed the third order VIM approximate solution and the accuracy under the residual 

error (25) of (18) when 𝒙 = 𝟎. 𝟏 for all fuzzy level sets 𝒓 ∈ [𝟎, 𝟏]. In Table 1, also the VIM solution of (18) 

satisfies the properties of fuzzy set theory as mention in section 2 following the properties of single 

parametric form of fuzzy numbers.  

 

 

Table 1. Third order VIM solution of (17) for all 𝒓 ∈ [𝟎, 𝟏] at 𝒙 = 𝟎. 𝟏 
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The three dimensional Figure 3, shows that the third order VIM approximate solution for each value 

of 𝒙 ∈  [𝟎, 𝟎. 𝟏] and fuzzy level sets 𝒓 ∈  [𝟎, 𝟏] follows the properties of fuzzy numbers as mentioned in 

section 2 in the form of the triangular fuzzy number. 

 

 

 
 

Figure 3. Third order VIM solution of (17) in the form of triangular fuzzy number for  

all 𝒓 ∈ [𝟎, 𝟏] at 𝒙 ∈ [𝟎, 𝟎. 𝟏]  
 

 

Since the exact solution cannot obtain in (18), Figure 4 shows sufficient accuracy with only third 

order VIM approximate lower and upper solution of (18) in terms of residual error (25) where the maximum 

error 𝟏𝟎−𝟖 for the lower solution and 𝟏𝟎−𝟕 for the upper solution for each value of 𝒙 ∈  [𝟎, 𝟎. 𝟏] and fuzzy 

level sets 𝒓 ∈  [𝟎, 𝟏]. 
 

 

  
 

Figure 4. Accuracy of third order VIM solution of (17) for all 𝒓 ∈ [𝟎, 𝟏] at 𝒙 ∈ [𝟎, 𝟎. 𝟏]  
 

 

6. CONCLUSIONS  

In this research, an approximate analytical method was introduced to solve fuzzy differential 

equation in general form. A scheme based VIM to approximate the solution of the FIVP Bratu equation has 

been modified and implemented. An application involved Bratu equation with the fuzzy initial conditions 

show the efficiency of the proposed method. The research shows that implementation of VIM fast without 

decomposed the nonlinear terms of the given equation. The accuracy of VIM is determined without needed 

of an exact analytical solution. The Lagrangian multiplier of the FIVP Bratu equation has the same value for 

all r-level sets. All results of the experimental problem that obtained by VIM are satisfied the fuzzy number 

properties by taking the triangular shape. 
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