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 Digital audio is one of the most important types of data at present. It is used 

in several applications, such as human knowledge and many security and 

banking applications. A digital voice signal is usually of a large size where 

the acoustic signal consists of a set of values distributed in one column  

(one channel) (mono signal) or distributed in two columns (two channels) 

(stereo signal), these values usually are the results of sampling  

and quantization of the original analogue voice signal. In this paper we will 

introduce a method which can be used to create a signature or key, which can 

be used later to identify or recognize the wave file. The proposed method 

will be implemented and tested to show the accuracy and flexibility of this 

method. 
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1. INTRODUCTION AND RELATED WORK 

Digital audio is one of the most important types of data at present. It is used in several applications, 

such as human knowledge and many security and banking applications. A digital voice signal is usually of a 

large size where the acoustic signal consists of a set of values distributed in one column (one channel) (mono 

signal) or distributed in two columns (two channels) (stereo signal), these values usually are the results of 

sampling and quantization of the original analogue voice signal [1, 2]. 

Since the volume of the audio file is large, [3, 4] it is difficult to conduct the matching of two voices 

using all the values, where the process of matching will require a large amount of time, which in turn leads to 

delay in the process of sound recognition [5-7]. Table 1 shows the results of voice matching with itself, and 

here we can see that the bigger wave file size will increase the matching time, and the process of matching 

requires a big amount of time [8, 9]. 

To decrease the recognition time [10], we have to seek a method based on features extraction, this 

method will generate a set of features for any wave file, this set must be a unique and can be used as a key or 

a voice signature to retrieve or recognize the wave file. Any normalized wave file can be represented by a 

sinusoidal signal as shown in Figure 1. [1, 3], this signal can characterize by the following parameters: 

amplitude, frequency and phase shifting. If the features are based on these parameters, to any changes on 

these parameters must not affect the extracted voice features. 
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Table 1. Matching time for different wave files 
Wave file File size (elements) Number of values Matching time (seconds) 

W1 36787×2   73574 0.006000 

W2 39730×2   79460 0.008000 

W3 33844×2  67688 0.007600 

W4 17658×2   35316 0.005000 

W5 41202×2   82404 0.007900 

W6 36787×2   73574 0.006000 

W7 63274×2   126548 0.014000 

W8 48049×2   96098 0.010000 

W9 55916×2  111832 0.013000 

W10 89760×2 179520 0.019000 

Average 92601 0.0097 

Cost of 1 value 9700/92601=0.1048 microseconds 

 

 

 
 

Figure 1. Sinusoidal signal 

 

 

Many authors proposed some techniques of voice features extraction based on calculation:  

Crest factor, dynamic range, sigma (mean of the normalized data), and Mu (standard deviation of the 

normalized data). [11, 12]. The crest factor [4] is the ratio of peak value to RMS value of waveform as shown 

in Figure 2. This ratio is also called to peak-to-RMS ratio.  

 

 

 
 

Figure 2. Calculating crest factor 

 

 

Dynamic range [4-6] is the ratio between the largest and smallest intensity values of a changeable 

sound that can be reliably transmitted or reproduced by a particular sound system, measured in decibels.   

It’s the measurement between the noise floor and the maximum sound pressure level and what a microphone 

can capture. In [9, 12] a method was proposed to generate voice signal features base on the above-mentioned 

parameters, any changes in amplitude, frequency, and phase shift will be reflected as some changes in voice 

signal features, thus will lead to more difficulties in the voice recognition process. Here we must notice that 

any change in the voice parameters must not change the voice features. For example, let us take the 

sinusoidal signals listed in Table 2 as shown in Figure 3.  
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Table 2. Original signal Y and some versions with changes in amplitude, frequency and phase shifting 

Signal 
Features(x=-4×π:0.001:4×π) 

Crest factor (dB) Dynamic range (dB) Sigma Mu 

𝑌 = 5sin⁡(10𝑥 + 10) 3.0103 82.2975 3.5356 -2.7846e-005 

𝑌1 = 15sin⁡(10𝑥 + 10) 3.0103 82.2975 10.6068 -8.3539e-005 

𝑌2 = 5sin⁡(20𝑥 + 10) 3.0103 90.4159 3.5356 -2.7686e-005 

𝑌3 = 5sin⁡(10𝑥 + 40) 3.0103 82.2975 3.5356 -3.0453e-006 

 

 

 
 

Figure 3. Changing the signal parameters 

 

 

We can see from the results shown in Table 2, that some parameters remain the same, and the others 

changed, thus the features consisting of a set of these parameters will also change. If we record the previous 

sinusoidal signals and create a wave file using various sampling frequencies, then applying the proposed 

method in [13] we receive the results shown in Tables 3 thru 6. 

 

 

Table 3. Wave files features using sampling frequency=1000 

Signal 
Features 

Crest factor (dB) Dynamic range (dB) Sigma Mu 

Y 0.38699 68.0301 0.95644 -2.3515e-005 

Y1 0.12484 58.7133 0.98575 -2.5364e-005 

Y2 0.38699 76.3296 0.95644 -2.3524e-005 

Y3 0.38699 68.0301 0.95644 -3.0453e-006 

 

 

Table 4. Wave files features using sampling frequency=2000 

Signal 
Features 

Crest factor(dB) Dynamic range(dB) Sigma Mu 

Y  0.38699 68.0301 0.95644 -2.3515e-005 

Y1  0.12484 58.7133 0.98575 -2.5364e-005 

Y2  0.38699 76.3296 0.95644 -2.3524e-005 

Y3  0.38699 68.0301 0.95644 -3.0453e-006 

 

 

Table 5. Wave files features using sampling frequency=3000 

Signal 
Features 

Crest factor (dB) Dynamic range (dB) Sigma Mu 

Y  0.38699 68.0301 0.95644 -2.3515e-005 

Y1  0.12484 58.7133 0.98575 -2.5364e-005 

Y2  0.38699 76.3296 0.95644 -2.3524e-005 

Y3  0.38699 68.0301 0.95644 -3.0453e-006 
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Table 6. Wave files features using sampling frequency=4000 

Signal 
Features 

Crest factor(dB) Dynamic range(dB) Sigma Mu 

Y  0.38699 68.0301 0.95644 -2.3515e-005 

Y1  0.12484 58.7133 0.98575 -2.5364e-005 

Y2  0.38699 76.3296 0.95644 -2.3524e-005 

Y3  0.38699 68.0301 0.95644 -3.0453e-006 

 

 

From the results shown in these tables we can raise the following facts: 

- For the same file the extracted features using various sampling frequencies remain the same. 

- The features of the wave file are changed when adjusting the sinusoidal signal parameters (amplitude, 

frequency and phase shifting). Table 7 shows the features of different wave files with different parameters, 

each of them is a unique set and it can be used to identify the specific wave file with specific parameters.   

 

 

Table 7. Wave files features 

Wave file 
Sampling 

frequency 

Features 

Crest factor Dynamic range Sigma Mu 

W1 44100 14.0422 83.9346 0.095352 -1.2441e-005 

W2 44100 15.9654 82.9461 0.06817 -5.8692e-006 

W3 44100 15.9017 84.5294 0.082403 -5.7592e-006 

W4 44100 18.0547 76.6782 0.026053 -3.9937e-005 

W5 44100 18.782 82.7243 0.048047 -1.8901e-005 

W6 44100 16.8202 75.464 0.026106 -9.4489e-006 

W7 44100 16.8423 79.2805 0.04041 -1.0895e-005 

W8 48000 17.5073 79.392 0.037913 -1.4748e-005 

W9 44100 16.7265 79.1359 0.040274 -1.9031e-005 

W10 44100 19.0837 81.8915 0.042164 -3.304e-005 

 

 

In [14] a method for voice feature extraction was proposed, this method is based local binary pattern 

to find the repetition of the values 0, 1, 2 and 3. This method is very effective in creating a wave file 

signature, but each repletion value is a big number and it will be increased when the wave file size increased. 

The obtained voice features can be used later to recognize the voice, and the voice features can be passed to a 

recognizer tool capable to process any application related to voice processing [15, 16]. 

Our paper will focus in building an effeciet algorithm to create a unique features array for each 

wave file, this features array can be used as a signature to recognize or retrieve a wave file. The created 

signature will remain the same for a wave file with deferent sampling frequency, this will reduce the memory 

space rquires for storing wave files. 

 

 

2. THE PROPOSED METHOD 

The proposed in this paper method uses an algorithm which is based on dividing the wave file into 

windows with fixed number of values, this algorithm can be implemented applying the following sequence  

of steps: 

- Get the digital wave file. 

- Reshape the wave file (mono or stereo voice) into one row. 

- Initialize a 4 element features victor to zeros (First element points to the repetition of zeros, second 

element points to the repletion of ones, third element points to the repletion of twos, and the fourth 

element points to the repletion of threes). 

- Divide voice row of values into windows with fixed size of voice values. 

- Select the window size and number of windows 

- While not of end windows do 

- For each window find the average of the first half av0, and the average of the second half av1. 

- Compare av0 with the value in the center of the first half, if av0 is greater or equal to the center value 

make b0=1, else make b0=0. 

- Compare av1 with the value in the center of the second half, if av1 is greater or equal to the center value 

make a1=1, else make a1=0. 

- Convert the binary number a1a0 to decimal d. 

- Add 1 to features array element with index=d 

- endwhile 
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Figure 4 shows an example of how to calculate the repetition for the first window with size equal  

ten values. 

 

 

 
 

Figure 4. Calculation example 

 

 

3. IMPLEMENTATION AND EXPERIMENTAL RESULTS 

3.1. First experiment 

A sinusoidal signal was taken, the proposed method was implemented to get the features of this 

signal, and we change one of the signal parameters (amplitude, frequency and phase shifting), for each 

changed signal we calculate the signal features, the results of this experiment are listed in Table 8.  

From Table 8 we can see that all the four signals have the same feature array, this means that changing the 

signal parameter does not affect the voice features. 

 

 

Table 8. Experiment 1 results 
Signal Features(x=-4×π:0.001:4×π) 

𝑌 = 5sin⁡(10𝑥 + 10) 4 1255 1254 0 

𝑌1 = 15sin⁡(10𝑥 + 10) 4 1255 1254 0 

𝑌2 = 5sin⁡(20𝑥 + 10) 4 1255 1254 0 

𝑌3 = 5sin⁡(10𝑥 + 40) 4 1255 1254 0 

 

 

3.2. Second experiment  

In this experiment we recorded the previous four signals as a wave file using different sampling 

frequencies; the results of this experiment are listed in Tables 9 thru 12. 

 

 

Table 9. Features with sampling frequency=1000 
Wave file Features 

Y 2136 172 192 13 

Y1 2350 63 87 13 

Y2 2094 177 218 24 

Y3 2137 171 191 14 
 

Table 10. Features with sampling frequency=2000 
Wave file Features 

Y 2136 172 192 13 

Y1 2350 63 87 13 

Y2 2094 177 218 24 

Y3 2137 171 191 14 

 

 

Table 11. Features with sampling 

frequency=3000 
Wave file Features 

Y 2136 172 192 13 

Y1 2350 63 87 13 

Y2 2094 177 218 24 

Y3 2137 171 191 14 
 

Table 12. Features for Wave file: Y with different 

sampling frequencies 
Sampling frequency Features 

1000 2136 172 192 13 

2000 2136 172 192 13 

3000 2136 172 192 13 

4000 2136 172 192 13 
 

 

 

From the results of experiment 2 we can raise the following facts: 

-  Fixing the parameters of digital signal and recording it with various sampling frequencies will keep the 

features of the wave signal without any change. 

-  Changing any voice parameter and record it with a new sampling frequency will change the voice features. 

 

3.3. Thered Experiment  

Different wave files were taken and treated using the proposed method, Table 13 shows some 

sample results of this experiment. From the results shown in Table 13, we can see that the set of each feature 

values is a unique set, thus we can use this set as a key or signature to retrieve or recognize the desired wave 

file. From the obtained experimental results, we can rase the following facts: 
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- For a wave file the created features array is a unique array, thus we can use this array as a signature to 

recognize the file. 

- Changing the sampling frequency does not affect the features array values, thus there is no need to store 

extra copies (with deferent sampling frequencies) of a file, and this will minimize the storage size required 

to store the wave file data base. 

- Features array is a simple data structure which contains only four values, this will simplify the architecture 

of the recognition tool such as artifiacial neural network. 

 

 

Table 13. Experiment 3 results 
Wave file Size Features 

W1 36787×2  585 2989 3250 533 

W2 39730×2  1170 5978 6500 1066 

W3 33844×2    1755 8967 9750 1599 

W4 17658×2    2340 11956 13000 2132 

W5 41202×2     2925 14945 16250 2665 

W6 36787×2     3510 17934 19500 3198 

W7 63274×2     4095 20923 22750 3731 

W8 48049×2      4680 23912 26000 4264 

W9 55916×2    5265 26901 29250 4797 

W10 89760×2    5850 29890 32500 5330 

 
 

4. CONCLUSION 

A simple and highly accurate method was proposed to create a wave file features, which can be used 

as a wave file key or signature. The proposed method was implemented and tested using various wave file 

and it was shown from the obtained experimental results that: a) The created array of features is a unique for 

each wave file, thus it can be used as key to identify the wave file; b) For a recorded wave file with different 

sampling frequencies, the feature array does not change, remains the save using various sampling 

frequencies, thus make the proposed method more flexible, and efficient by reducing the required processor 

time and memory space needed for the process of voice recognition 
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