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 This paper presents an improved Ant System (AS) algorithm called AS-

2Swap for solving one of the reliability optimization problems. The objective 

is to selection a compatible module in order to maximize the system 

reliability and subject to budget constraints. This problem is NP-hard and 

formulated as a binary integer-programming problem with a nonlinear 

objective function. The proposed algorithm is based on the original AS 

algorithm and the improvement, focused on choosing the feasible solutions, 

neighborhood search with Swap technique for each loop of finding the 

solution. The implementation was tested by the five groups of data sets from 

the existing meta-heuristic found in the literature. The computational results 

show that the proposed algorithm can find the global optimal solution and is 

more accurate for larger problems. 
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1. INTRODUCTION  

The reliability is a significant of design measure in system engineering and manufacturing industries 

such as telecommunication systems, optical system design, electric power systems and etc. The design of a 

hardware system must be involved compatible module choice among available component types based on 

many characteristics such as performance, reliability, weight, cost and other. The reliability of the system is 

an indicator that shows the quality of products. For example, reliability optimization concerns the system 

reliability maximization subjected to performance and cost constraints [1], the system reliability 

maximization subjected to cost with multiple component choices [2, 3] and other works concerned with 

determining the redundancy allocation problem for series and parallel-series [4-12]. Evaluating the reliability 

optimization of such research, that presents different algorithms used to solve the problems such as Genetic 

Algorithm (GA), Ant Colony Optimization (ACO), Particle Swarm Optimization (PSO), Bee Colony 

Optimization (BCO) and more, reveals that the improvement of the original algorithm can solve the problem 

better than the original. However, the problems of the reliability optimization still need to have some 

constraints so that the result is in accordance with a given global optimal as required by the objective 

function. 

The work presented in this paper deals with the reliability optimization problem for a series system 

with multiple-choice and many variables for decision-making that haven’t had much attention focused on 

them. This problem is NP-hard and formulated as a binary integer-programming problem with a nonlinear 

objective function [13, 14]. Throughout the past, there have been theories and methods for the overcoming of 

problems. These methods have had a different approach, as follows: branch and bound algorithm [15], 
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neural network based on a quantized Hopfield network [16], AS algorithm [13], ACO with fuzzy set [14] and 

in some cases, have been applied to this problem and the yield optimization by using the Bee Algorithm 

(BA) [17]. 

The ACO algorithm has been formalized into a meta-heuristic for combinatorial optimization 

problems [18] and has been successfully applied to solve other problems such as the traveling itinerary 

problem [19], data clustering [20], weighted voting for multiple classifier systems [21], features selection 

optimization [22] and motor speed controller designs [23]. The original ACO algorithm is known  

as AS [24]-[25] and was extended, enhanced and improved to versions of AS including [26], Elitist AS,  

Ant-Q, Ant Colony System (ACS), MMAS, AS_rank, ANTS, BWAS, and Hyper-Cube AS, among others. 

This paper aims to present the new improved AS algorithm based on the original AS, to solve the 

reliability optimization problem for a series system with multiple-choice and budget constraints. 

The improvement focused on choosing the most feasible solutions and neighborhood search with Swap 

technique for each loop of finding the solution. 

The remainder of the paper is organized as follows. In section 2, the problem is introduced and 

expressed as a binary integer-programming problem with a nonlinear objective function. In Section 3, 

we describe the proposed algorithm in more detail. The computational experiments and results are given in 

Section 4. Finally, conclusions are drawn in Section 5. 

 

 

2. PROBLEM FORMULATION 

Consider a series system of n  subsystem. For each subsystem, there are different compatible 

module available with varying costs and reliabilities. The objective is to selection a compatible module in 

order to maximize the overall of system reliability and subject to budget constraints. The notations of 

problem formulation are introduced first: 

n  the number of subsystems 

iN  the number of compatible module available for the subsystems i  

ijC  the cost of a subsystem i  using the compatible module j  

ijR  the reliability of the subsystem i  when the compatible module j  is used 

sysR  the overall of system reliability 

B  the total available amount of budget 

Define the decisions variables ijX  (with n,...2, 1,i   and iN,...2, 1,j  ) as follows: 
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Define the objective function in order to solve the reliability optimization problem for a series 

system formulated as a binary integer-programming problem with nonlinear objective function. 

 

Maximize  
 
















n

i

N

j

ijijsys

i

RXR

1 1

  

 

Subject to BCX

n

i

N

j

ijij

i


 1 1

 

(1) 

1,

1




iN

j

ijX  ni ...,2,1,  

(2) 

 

 ,0,1ijX  ni ...,2,1,  and iNj ...,2,1,  

(3) 

 

The terms of the (1): represents the budget constraint, B  is an integer; the terms of the (2): 

represents the multiple-choice constraint and the terms of the equation; the terms of (3): defines the variables 

that are used to make decisions. When the result of a solution satisfies all constraints, it is called a feasible 

solution; otherwise, it is called an infeasible solution. 
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3. DESCRIPTION OF THE PROPOSED APPROACH 

3.1.  Basic principles of ant system (AS) algorithm 

AS is the first of the ACO algorithms [27-28] and it was inspired by the foraging behavior of real 

ant colonies. Ants are capable of finding the shortest path from food sources to the nest without using visual 

cues. When ants are searching for food, they initially explore the area surrounding their nest in a random 

manner. As soon as an ant finds a food source, it evaluates it and carries some food back to the nest. During 

the return trip, the ant deposits a chemical substance creating something called a pheromone trail on the 

ground. Ants use the intensity of the pheromone trails to communicate the food source information with other 

ants. The pheromone deposited, the amount of which may depend on the quantity and quality of the food, 

guides other ants to the food source. As other ants make their way along the path, they also leave the path 

with pheromone trails. As more ants pass by, more pheromone is deposited on the path; the trail with richer 

and more intensive pheromone has a higher probability to be chosen by the ants that follow. This positive 

feedback loop helps the ants establish the shortest paths between their nest and food sources. 

Initially, three different versions of AS were proposed. These were called Ant-density, Ant-quantity 

and Ant-cycle. Nowadays, when referring to AS, one actually refers to ant-cycle and the two other variants 

were abandoned because of their lower performance. The general algorithm for AS is illustrated in Figure 1. 

 

 

 
 

Figure 1. The general AS algorithm [29] 

 

 

There are steps to work, which are as follows: the first step consists of the initialization of the 

pheromone trails and setting of the default parameters. In the second step, first of iteration each ant applies 

the initialization of the pheromone trails to build solutions. For the next iteration, each ant uses global 

pheromone trails to determine the probability, with the state transition rule, to build complete solutions for 

the problem. This process is repeated until the stopping criteria are true. 

 

3.2.  The AS-2Swap algorithm 

To apply AS algorithm to a combinatorial optimization problem, it represents the problem using  

a graph ),( ENG   where N  is the set of nodes and E  is the set of edges. Figure 2 shows the model of the 

routes of ants between the nest and the food source 

 

 

 
 

Figure 2. The model of the routes of ants between the nest and the food source 
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When they are adapted to this problem, the set of N represents the subsystems and the set of E  

represents the available compatible module. This problem can be modeled as the routes between the nest and 

food source as shown in Figure 2. Flow chart of the improved AS algorithm is illustrated in Figure 3. 

 

 

 
 

Figure 3. Flow chart of the AS-2Swap algorithm 

 

 

The details of the proposed algorithm can be described in the following steps. 

Step 1: Initialize sets, pheromone trails 0)0(  0ij ττ , pheromone evaporation 0)(  ijτ  and other 

parameters show that in Table 2. 

Step 2:  Construct a set of solutions using global pheromone trails to determine the probability with the state 

transition rule. The state transition rule used by the AS algorithm is given in (4). This (4) represents 

the probability with which ant m  selects a compatible module j  for subsystem i : 
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Where τ  is the intensity of pheromone; α,β  are the parameters that controls ijτ  and ijη ; m  is the total 

number of ants and ijη  is the heuristics information between subsystem represented with i  and compatible 

module is represented with j . The problem specific heuristic information ( ijη ) is given in (5). 
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Where ijR and ijC represent the meta-heuristics of reliability and cost.  
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Step 3: Apply the feasible solution with constraint-based (FCB) algorithm, choose only feasible solutions 

under constraints from all ants in the colony build complete solutions. There are 3 sub steps to 

apply, as follows: 

Step 3.1: Evaluate the reliability and cost of all solutions. 

Step 3.2: Ranking and select only the sets of results that are feasible solutions.  

Step 3.3: Select a feasible solution with the highest reliability value stored in the memory. 

Step 4: Apply the first neighborhood search. A feasible solution with the highest reliability value from  

step 3 will be improved with one of local search techniques. This is performed based on the 

neighborhood search with Swap technique in order to find the better solution. To apply this work,  

it proceeds to change an in-turn pair of chosen compatible module by another pair in one turn.  

For each subsystem, the compatible module is indexed with their reliability. For example, the set of 

solution S = {a, b, c, …} indicates that subsystem 1 uses compatible module with index a,  

subsystem 2 uses compatible module with index b, subsystem 3 uses compatible module with index 

c, etc. Consider for example, a series system with 3 subsystems and 8 available compatible modules 

for each subsystem. By assuming that the set of solution in this loop are   S = {4, 1, 6} the Swap 

technique will evaluate the following solutions: 

 

 S = {3, 1, 6}; S = {5, 1, 6}; S = {4, 1*, 6};  

 S = {4, 2, 6}; S = {4, 1, 7}; S = {4, 1, 5}; 

*Give the same result because it is minimum index or maximum. 

 

All the solutions from the Swap technique are evaluated for the reliability and cost. Next step: select 

a feasible solution with the highest reliability value. If the reliability value is better than that from step 3, it is 

stored as the best solution in the memory. Otherwise, it is returned using the reliability value from  

previous step. 

Step 5: Apply the global pheromone trail update rule. In each loop, all ants in the colony have constructed 

their solutions with the global pheromone trail update rule the best solution from the latest step that 

is not able to guarantee that the best result or the global optimal is constructed. The amount of 

pheromone on each edge ),( ji  will be set to high value for the feasible solutions and set to low 

value for the infeasible solutions. This process is called the global pheromone trail update rule.  

The pheromone trail intensity is updated as follows. 

 

ijijij τtτρtτ  )1()1()(  (6) 

 

Where ρ a parameter between 0 and 1, it represents the global pheromone trail evaporation. ijτ  

is given in (7): 
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Where m  is the number of ants and k
ijτ  is given in 8: 
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Step 6:  Apply the second neighborhood search. A feasible solution from step 4 will be improved with the 

neighborhood search with Swap technique again. If the reliability value is better than that from  

step 4, it is stored as the new best solution in the memory. Otherwise, return to the step 4 and do the 

process again. 

Step 7:   Apply the global pheromone trail update rule again for updating global pheromone trails.  

Step 8: Stop criteria. The loops will be repeated until the stopping criteria are true. This is number of 

maximums the iteration value. 

Step 9:   Show results.  
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4. COMPUTATIONAL RESULTS 

4.1.  The data sample 

In order to evaluate the proposed approach, the data sets, presented in Tables 1, 4, 5 and 6  

by Nahas & Nourelfath in reference [13], consisting of 1) a series system with 15 subsystems with 60 and 

100 variables, subject to budget constraints equal to $1000, 2) a series system with 15 subsystems and 80 

variables, subject to budget constraints equal to $900, 3) a series system with 25 subsystems and 166 

variables, subject to budget constraints equal to $1400 and 4) data set presented by Ahmadizar and 

Soltanpanah [14] consisting of a series system with 40 subsystems and 266 variables, subject to budget 

constraints equal to $2700. The summary details of data samples are shown in Table 1. 

 

 

Table 1. Details of data samples 
Examples Subsystems Variables Budget ($) 

1 15 60 1000 

2 15 80 900 

3 15 100 1000 

4 25 166 1400 
5 40 266 2700 

 

 

4.2.  Test problems and results 

The test problem parameters are shown and specified in Table 2. From Table 2, all 10 trials run have 

been considered the number of all ants = 10, maximum number of iterations = 1000, ρ = 0.01, α =0.8 and 

β =1. The best results using the AS-2Swap algorithm and compare with AS, AS+ Local search [13] are 

illustrated in Figures 4(a-e).  

 

 

Table 2. Parameters of test problems 
Parameters Number 

Number of all the ants 10 

Maximum number of iterations 1000 
ρ  0.01 

α  0.8 

β  1 

Trial run 10 

 

 

 
(a) 

 
(b) 

 

Figure 4. The results output of three algorithms for example 1-5 of data samples: (a) The results output of three 

algorithms for example 1, (b) The results output of three algorithms for example 2 

 

 

The search space of example 1 is larger than
810147.4  . The AS-2Swap algorithm finds the global 

optimal was equal to 0.857054 with the number of iterations below 20 as shown in Figure 4(a). Selected 

compatible module are: 3-4-5-2-3-3-2-3-2-2-2-3-4-3-2. For the example 2, the search space is  

larger than
1010915.4  . The best result found the global optimal was equal to 0.915042 with the number of 

iterations below 20 as shown in Figure 4(b). Selected compatible module are: 3-3-3-4-2-3-2-2-4-1-2-4-4-3-1. 
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(c) 

 
(d) 

 

 

  
(e) 

 

Figure 4. The results output of three algorithms for examples 1-5 of data samples: (c) The results output of 

three algorithms for example 3, (d) The results output of three algorithms for example 4,  

(e) The results output of three algorithms for example 5 

 

 

For example 3, the search space is larger than
1210572.1  . The best result found the global optimal 

was equal to 0.965134 with the number of iterations below 25 as shown in Figure 4(c). Selected compatible 

module are: 3-3-4-4-3-3-2-2-3-2-2-4-4-4-2. For example, 4, the search space is larger than
2010932.1  .  

The best result found the global optimal was equal to 0.865439 with the number of iterations below 30 as 

shown in Figure 4(d). Selected compatible module are: 2-3-3-4-2-3-2-2-3-1-2-3-4-4-1-3-3-3-5-2-3-2-2-3-1.  

The last example, example 5 has search space larger than
32100399.3  . The best result found the 

global optimal was equal to 0.914895 with the number of iterations below 50 as shown in Figure 4(e). 

Selected compatible module are: 3-3-4-4-3-3-3-2-3-2-2-4-4-4-2-3-3-4-4-3-3-3-2-3-2-3-3-4-4-3-4-3-3-3-2-2-

4-4-4-2. 

The summarized results of computations are shown in Table 3. For each subsystem, the results show 

the efficiency of the AS-2Swap in evaluating optimal reliability with the total cost under the budget 

constraints. As the results show, they have the highest and lowest reliability equal. The standard deviation is 

0, which demonstrates the effectiveness of this algorithm that can find the optimal reliability, precisely in all 

of the 10 trials run. 

 

 

Table 3. The results of examples 1-5 
Sub systems Variables Reliability The best of 

total cost ($) Min. Avg. S.D. Max. 

15 60 0.857054 0.857054 0 0.857054 990 

15 80 0.915042 0.915042 0 0.915042 895 
15 100 51340.96  0.965134 0 0.965134 995 

25 166 0.865439 0.865439 0 0.865439 1395 

40 266 0.914895 0.914895 0 0.914895 2695 
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Finally, Table 4 gives a comparison between the results of AS with the improvement procedure [13] 

for examples 3 and 4 and ACS with the local search and fuzzy sets meta-heuristic information (Case 6) [14] 

for example 5. The proposed approach has been the same as ACS in examples 3 and 4, as it relates to the 

solutions but superior to AS in other areas. For example 5, the AS-2Swap has outperformed ACS and was 

able to get very good solutions for large problems at the computational time. 

 

 

Table 4. The performance comparison 
Subsystems Variables Methods Reliability 

Avg. S.D. 

15 100 
AS-2Swap 0.965134 0 

IAS 0.96406 0.00050 

ACS 0.965134 0 

25 166 
AS-2Swap 0.865439 0 

IAS 0.86491 0.0038 

ACS 0.865439 0 

40 266 
AS-2Swap 0.914895 0 

ACS 0.914794 0.000263 

 

 

5. CONCLUSION 

This paper proposes a new efficiency algorithm based on the AS to solve the reliability optimization 

problem for a series system with multiple-choice and budget constraints. The proposed method is called the 

AS-2Swap which introduces two additional techniques in order to improve the search process included FCB 

algorithm and neighborhood search with Swap technique for each loop of finding the solutions. To show its 

efficiency, AS-2Swap was applied to test with five groups of data sets from the existing meta-heuristic 

available in the literature and compared with results from the recent approaches, i.e. AS with improvement 

procedure [13] and ACS with local search and fuzzy sets meta-heuristic information [14]. Computational 

results show that this algorithm can find the global optimal solution for decision-making and is more accurate 

for the large problems in computational time. 
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