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 Semantic indexing and document similarity is an important information 
retrieval system problem in Big Data with broad applications. In this paper, 
we investigate MapReduce programming model as a specific framework for 
managing distributed processing in a large of amount documents. Then we 
study the state of the art of different approaches for computing the similarity 
of documents. Finally, we propose our approach of semantic similarity 
measures using WordNet as an external network semantic resource. For 
evaluation, we compare the proposed approach with other approaches 
previously presented by using our new MapReduce algorithm. Experimental 
results review that our proposed approach outperforms the state of the art 
ones on running time performance and increases the measurement of 
semantic similarity. 
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1. INTRODUCTION 

Since the rise of the computer science, the volume of textual information stored continues to 
increase due to development of information technologies. These new technologies have enabled an 
exponential increase in the volume of data by online contents like blogs, posts, social networking and site 
interactions. Every day, 2.5 trillion bytes of data are created based on an estimate and it is very large amount 
so that 90% of data in the world was created in last 2 years [1]. This rapid increase in the volume of textual 
information has created the problem of how to find the relevant documents that interests us in this amount 
mass of textual information. To overcome this problem a discipline as a whole is born. This discipline is 
called the Information Retrieval (IR) of documents in a Big Data environment. 

With the incessant increase of these documents, it has become difficult to manage and exploit them. 
This difficulty is closely related to the semantic aspect of these documents. Indeed, manual operation of is 
possible and gives good results. However, a manual procedure is not possible with large corpus. There are 
many applications using similarity detecting technology, Such as similarity recommendation [2], copy 
detection [3], social network mining [4] and so on. How to quickly detect similar documents becomes a basic 
and important problem as times go on. Document similarity computation is an important research topic in 
information retrieval and it is a key issue for automatic document categorization and clustering analysis. At 
present, it aims mainly to improve the accuracy and the efficiency with approaches such as the method based 
on vector space model [5], the method based on Map-Reduce model [6]. In the context of our work, we need 
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to design a new parallel algorithm based on MapReduce programming model to improve the value of the 
semantic similarity using WordNet and the running time performance.  

In this paper, we are basically interested in the phase of the documents indexation, each document is 
represented by an intermediate representation. This representation is directly operated by the Information 
Retrieval System (IRS). It describes the contents of the document by descriptors. These descriptors are 
significant units in the document. In our context, to find the relevant documents by comparison with a 
document query, the ISR compares the representation of this query to the representation of each document. 
This comparison is done by means of a function of correspondence (Retrieval Status Value: RSV) and a 
score of relevance is assigned to each document. In most of the indexing process a weight assigned to each 
descriptor. This weight determines the discriminating power of the descriptor in the document where it is 
present. The majority of the approaches of the information retrieval exist in the literature takes only a simple 
words and/or fragments of the words for the research of documents and is unaware of the essential idea that 
takes the semantic relations of the words. The identification of the similarity between documents resulting 
from the indexing and the concepts of the semantic measure that is a fundamental phase in our work. 

Our contribution of this research paper is to index the requestܫ௤, index each document (ܫௗ) and 
compare the performance of the application to the representation of each document (RSV). This is formally 
translated as: 
 

I୯: Q	 → 		E (1)	
q	 → 	 I୯ሺqሻ   
	
Iୢ ∶ D	 → 		E 
 (2)	
d	 → 	 Iୢሺdሻ 
 
RSV ∶ E	 ൈ E	 → 	Rା (3) 

ቀI୯ሺqሻ, Iୢሺdሻቁ 	

→ RSV	 ቀI୯ሺqሻ, Iୢሺdሻቁ 

 
Q is the set of queries, 
D is the set of documents, 
E is the set of descriptors. 

The remainder of this paper is structured as follows: 
In the next section, we briefly present the design and implementation of MapReduce programming model as 
a framework for managing distributed processing in a large of amount documents. We then study in section 4 
the state of the art of the measures of similarity for comparing these measurements with our approach 
proposed in section 5. We conclude this section by presenting our proposed algorithm based on MapReduce 
model using the vector presentation of the documents and one of the approaches already existed in section 4. 
Finally, we conclude with the analysis and simulation of our approach, on Hadoop framework, before 
presenting the conclusion and the perspectives of this work. 
 

 
2. RELATED WORK 

Many studies have been presented on detecting document similarity in recent years for facilitating 
the search for information in complex information systems. Kumar et al. [7] and Chowdhury [8] surveyed 
duplicate or near duplicate data detection algorithms. Related work on text similarity detection can be mainly 
classified into two categories: traditional method and parallel method. 

For the traditional methods, Lyon et al. [9] proposed a tri-gram and set theory-based algorithm, a 
data finger-based method, to extract the data finger of sentences and then mapped it into a range of value 
using Hash or MD5 function, then, reported the similarity according to the overlapped ratio of similar value 
or the maximum common sub-sequence. Matveeva [10] and Hatzivassiloglou et al. [11] presented a Vector 
Space Model (VSM) algorithm to compute the similarity using Cosine measurement of the vector. Yih [9] 
explored different score approaches, not traditional TF-IDF weight, to study the term weight function. Broder 
[12] explored a shingles-based algorithm to define the containment of two documents and took Jaccard 
coefficient [13] to represent the similarity of them. 

For the parallel-based methods, most approaches focused on MapReduce model. Zhang et al. [14] 
presented a sequence-based method to detect partial similarity of web page using MapReduce, which 
consisted of two sub-tasks as sentence level near duplicate detection and sequence matching. In this work, 
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will be also used MapReduce framework, but we integrate it with some effective features to guarantee 
running time performance. 

 
 

3. BIG DATA CHALLENGES BY HADOOP 
Hadoop is an open source Apache software framework that evaluates gigabytes or petabytes of 

structured or unstructured data and transforms it more manageable for applications to work with this large 
data[15]-[16]. The core components of Hadoop are HDFS and MapReduce. HDFS is basically used to store 
large data sets and MapReduce is used to process such large data sets. 

 
3.1. Hadoop Distributed File System (HDFS) architecture 

The Hadoop Distributed File System (HDFS) is designed to store very large data sets reliably, and 
to stream those data sets at high bandwidth to user applications. In a large cluster, thousands of servers both 
host directly attached storage and execute user application tasks [17]. HDFS uses a write-once, read-many 
model that breaks data into blocks that it spreads across many nodes for fault tolerance and high 
performance, as Figure 1.  

HDFS stores file system metadata and application data separately on a dedicated server, called the 
NameNode. Application data are stored on other servers called DataNodes. 

NameNode: the node that controls the HDFS. It is responsible for serving any component that needs 
access to files on the HDFS. It is also responsible for ensuring fault-tolerance on HDFS. Usually, fault-
tolerance is achieved by replicating the files over different nodes. 

DataNode: this node is part of HDFS and holds the files that are put on the HDFS. Usually these 
nodes also work as TaskTracker. JobTracker tries to allocate work to nodes such files accesses are local, as 
much as possible. 

 
 

 

 

 

 

 
 

Figure 1. The interaction between HDFS and MapReduce job 
 

At the level of the NameNode, the JobTracker is responsible for the management of resources that 
is the control of the DataNodes in cluster. It manages the entire duration of the life of a job. The TaskTracker 
has responsibilities more simple, namely launch the tasks in the order provided by the JobTracker and 
periodically give a status of progress of the task to the JobTracker.  

 
3.2. MapReduce programming model 

MapReduce is a programming model and an associated implementation for processing and 
managing large data sets with a parallel, distributed algorithm on a cluster. MapReduce divides into three 
parts: Map, Shuffle and Sort, and Reduce. A Map part of MapReduce job splits the input datasets into 
independent chunks. The independent chunks are processed in a completely parallel manner using Map task. 
Then the Reduce function merged these values to form a possibly smaller set of values. That is, the Reduce 
function filtered the Map output and produces the results with respect to the key of the Map phases [18]. 

 
Map: ൏ doc୧	, docText ൐													→							൏ docID୧, term୨ ൐ 
 

Reduce: 
൏ docID୧	, ൏ term୨,weight୨ ൐൐

൏ ൏,ݕݎ݁ݑܳܿ݋݀ term୧,weight୧ ൐൐
ൠ 	→		൏ docID୧	, Sim୧ ൐ 
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ܵ݅݉௜: is the semantic similarity between the document ݀ܿ݋௜and the query	݀ݕݎ݁ݑܳܿ݋. 
In our proposed algorithm runs on two consecutive MapReduce phases, the first to build an indexing 

phase and the second to compute the semantic similarities measures, as our design MapReduce shown in the 
Figure 2. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. The process of our MapReduce model 
 

Document indexing: given a corpus, for each term ݐ௜ of document, the mapper emits the document 
ID as the key, and his words as the value. The shuffle phase of MapReduce, groups these words by a 
collection of the values of each document, and delivers these inverted lists to the reducers, that write them to 
blocks. 

Semantic similarities measures: In this step, Reduce takes the output of the Map function and 
computes the semantic relation between each collection of values of each document and the query. This 
semantic relation computed byWordNet as an externelsemantic network [19] with the use of the weight of the 
words ݓ௜ and one of the approaches already existed to compute the semantic similarity between the two 
concepts.  

 
 

4. SEMANTIC SIMILARITY MEASURES 
In this related work section, the contribution of our semantic similarity measure is to evaluate the 

semantic proximity between documents.We presentdifferent approaches of the similarity measure between 
words or documents. There are three main families approaches in the literature of semantic measurement 
between the documents, approaches based on the Arcs, approaches based on the Nodes and Hybrid 
approaches. 

 
4.1. Approaches based on the Arcs  

The majority of similarity measurement of concepts in ontology are based on their distances [20]. 
Obviously, the concept X is more similar to a concept Y than a concept Z, this similarity are evaluated by the 
distance, which separates the concepts in ontology. These measurements make use of the hierarchical 
structure of ontology to determine the semantic similarity between the concepts.  

Rada et al. measure: This measure [21] is adopted in a network semantics and is based on the fact 
that we can compute the similarity based on the links hierarchical (generalization) "is-a". To compute the 
similarity of two concepts in an ontology, we must calculate the number of minimum Arcs which separate 
them. This measure, based on the computation of the distance between the nodes by the shortest path.  
The similarity measure with this measurement between the concept ܥଵand the concept ܥଶis as well of the 
formula: 

Simሺcଵ, cଶሻୖୟୢୟ ൌ 	
1

1 ൅ distሺcଵ, cଶሻ
																																																									ሺ4ሻ 

Wu and Palmer measure:The principle of this measurement is given an ontology formed by a set of 
nodes and a root node (R). X and Y represent two ontology elements for which we will compute the 
similarity. The principle of similarity measurement is based on the distances (N1 and N2) which separate the 
X and Y nodes from the node R and the distance (N) which separates the Subsuming Concept (SC).  
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The Wu and Palmer measurement is defined by this formula: 

SimሺX, Yሻ୛୳	ୟ୬ୢ	୔ୟ୪୫ୣ୰ ൌ 	
ଶൈ୒

୒ଵା୒ଶ
 (5) 

 
 
 
4.2. Approaches Based on the Nodes  

These techniques adopt a new measure in terms of the entropic measurement ࡱ of the information 
theory [22].  

Eሺcሻ ൌ logሺPሺcሻሻ																																																																																									ሺ6ሻ 
 

Where ܲሺܿሻis the probability of finding a value concept ofܿ. 
Resnik measure:The notion of the Informational Contents (IC) was initially introduced by [23], 

which proved that an object (word) is defined by the number of the specified classes and that the semantic 
similarity between two concepts is measured by the quantity of information which they share. The 
informational contents are obtained by computing the object frequency in the corpus.The formula of this 
measure is: 

Simሺcଵ, cଶሻୖୣୱ୬୧୩ ൌ Max	ሾCSሺcଵ, cଶሻሿ ൌ Maxሾെ log PሺCSሺcଵ, cଶሻሻሿ																																														ሺ7ሻ 
 

,ሺܿଵܵܥ ܿଶሻ: represents the most concept specific (which maximizes the similarity value) between the concept 
ܿଵ and ܿଶin the ontology. 

Lin’s Measure: Lin has defined a different similarity measure that of Resnik by this formula: 

Simሺܿଵ, ܿଶሻ୐୧୬ ൌ
2 ൈ	 logሺPሺCSሺcଵ, cଶሻሻሻ
log Pሺcଵሻ ൅ log Pሺcଶሻ

																																																																ሺ8ሻ 

 
4.3. Hybride Approaches 

These techniques are founded on a model which combines between the approaches based on the 
Arcs in addition to the informational contents which are regarded as factor of decision. 

Jiang and Conrath Measure:  To cure the problem presented to the level of the Resnik 
measurement, Jiac [24] brought a new formula which consists in combining the Entropy (Informational 
Contents) of the specific concept to those of the concepts which we seeks the similarity. This approacheis 
computed by the formula following:  

Sim	ሺX, Yሻ୎୧ୟ୬୥ ൌ
1

distanceሺX, Yሻ
																																																																					ሺ9ሻ 

The distance between X and Y is computedby the following formula: 

distanceሺX, Yሻ ൌ EሺXሻ ൅ EሺYሻ െ ቀ2 ൈ E൫CSሺX, Yሻ൯ቁ																																																				ሺ10ሻ 

Leacock and Chodorow: Another method presented by [19], which combines between counting of 
the arcs method and the informational contents method. The proposed measure by Leacock and Chodorowis 
based over the shortest way length between two synsets of Wordnet. This technique is defined by the 
formula:  

Sim	୪ୡሺX, Yሻ ൌ െ log ቆ
cdሺX, Yሻ

2 ൈ M
ቇ																																																								ሺ11ሻ 

 .is the longest way length, which separates the concept root, of ontology, of the concept more in bottomܯ
We indicate that ܿ݀ሺܺ, ܻሻ is the shortest way length which separates ܺ	of ܻ. 
 
 
 
 
4.3. Approaches Based on the Vector Space  

These approaches use a characteristic vector, in a dimensional space, to represent each object and 
calculate the similarity while being based at the Cosine measurement or the Euclidean distance. The 
similarity definition between two vectors of objects is obtained by their internal contents. Here are some 
approaches mentioned in the literature: 
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Jaccard Measure: It’s defined by the common objects number divided by the objects full number 
minus the common objects number: 

Sim	୎ୟୡୡୟ୰ୢ	ሺX, Yሻ ൌ
∑ x ൈ y୬
୧ୀଵ

ඥሺ∑ xଶ୬
୧ୀଵ ሻ ൅ ඥሺ∑ yଶ୬

୧ୀଵ ሻ 	െ	∑ x ൈ y୬
୧ୀଵ

																																					ሺ12ሻ 

Cosine Measure: It uses the complete vector representation, that is to say the objects frequency 
(words). Two documents are similar if their vectors are combined. If two objects are not similar, their vectors 
form an angle (X, Y) whose Cosine represents the similarity value. The formula is defined by the ratio of the 
scalar product of vectors x and y and the product of the norm of x and y.  

Sim	େ୭ୱ୧୬ୣ	ሺX, Yሻ ൌ
∑ x ൈ y୬
୧ୀଵ

ඥሺ∑ xଶ୬
୧ୀଵ ሻ ൈ ඥሺ∑ yଶ୬

୧ୀଵ ሻ
																																																															ሺ13ሻ 

The measurement of Cosine quantifies the similarity between the two vectors as the cosine of the angle 
between two vectors. 

Euclidean Measure: The Euclidean similarity is based on the ratio of the Euclidean distance 
increased by 1. The Euclidean distance is de denies by the following formula: 

dist୉୳ୡ୪୧ୢୣୟ୬ ൌ ඩ෍ሺx െ yሻଶ
୬

୧ୀଵ

																																																																													ሺ14ሻ 

The similarity measure is therefore defined by: 

Sim		୉୳ୡ୪୧ୢୣୟ୬ሺX, Yሻ ൌ
1

1 ൅ dist୉୳ୡ୪୧ୢୣୟ୬
																																																																												ሺ15ሻ 

 
5. OUR PROPOSED APPROACH 

In this section, we present a general and schematic view of the steps of our approach as well as their 
description, to achieve our process forcompute the semantic similarity measures between documents. 

Our work raises a new approach tocompute the semantic similarity between documents by applying 
our hybrid approach based on the approaches already mentioned in the last section and the vector 
representation of documents.The general objective is to search in a large corpus stored in HDFS, the most 
relevant documents to a user request that is composed by a document. 

The Figure 3 shows the steps to compute the similarity between a query and a document on applying 
our approach. Our approach implement an indexing step documents to present each document by the words 
that compose it. This step has much sub-steps namely: tokenization, stemming, elimination uppercase, 
stopwords ...Then, this vector representation was enriched with semantic networkbased on the synonyms of 
words using Wordnet.For each word of the document,which has associated synonyms in WordNet as synset 
and we added weight of these synonyms.The returned document is sorted by decreasing order of semantic 
similarity. 

 
5.1. Our proposed MapReduce algorithm 

In our proposed MapReduce algorithm runs on two consecutive MapReduce phases, the first to 
build an indexing phase and the second to compute the similarity measure. 

Indexing of documents: given a corpus, for each term of document, the mapper emits the document 
ID as the key, and his words as the value.  

Semantic similarity measure: In this step, Reduce will take the output of the Map function and 
makes the semantic indexation of all words using WordNet for computing the similarity relation between 
each collection of values of each document and the query. This similarity measure computed by our 
algorithm with the use of the weight of the words and one of the approaches already existed in the next 
section. 
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Figure 3. The process of our methodology to compute the semantic similarity measure 
 
 

This work could be expressed using the followingMapReduce algorithm: 

Class Mapper 
 Method Map(Docid,term) 

This map method is called once per input line; map tasks are run in parallel over subsets of the input files. 
RemoveStopWord&removePunctuation&ComposedWord (term) 

The value contains an entire line from your file. We tokenize the line using StringUtils 
For each element ∈ (Docid,term) 
   Write(Docid,term) 

For each word the map outputs the word as the key and the document ID as the value. 
  End for  
Class Reducer  

Method Reduce(Docid,List(term)) 
The reduce method is called once per unique map output key. The Iterable allows to iterate over all the 
values that were emitted for the given key. 

  List(q) = indexing(Query) 
Our semantic indexing method 

  S=0 
X ← 0 
Y ← 0 
For each n ∈List(term) 

We keep a set of all the document IDs that you encounter for the key. 
 F=calculateoccurence(n) 
 For each e ∈List(q) 

We add the document ID to our set. The reason you create a new text object is that MapReduce reuses the 
text object when iterating over the values, which means we want to create a new copy. 

 R= calculateoccurence(e) 
Count the number of occurrences for each term 

X←X+F×R×Sim(n, e) 
  Y←Y+F×R 
 End for 
End for 
S←X/Y 
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 Write(Docid,S) 
Our reduce outputs the document IDs and the semantic similarity measure of each document. 

End 
 
 

Our approach is a hybrid, we use the vector presentation of the documents and one of the 
approachesalready exist in section 4. Our approach is presented by the following formula:  

Simሺq, dሻ ൌ
∑ ∑ q୧ ൈ d୨

୫
୨ୀଵ ൈ Simሺi, jሻ୬

୧ୀଵ

∑ ∑ q୧ ൈ d୨୫
୨ୀଵ

୬
୧ୀଵ

																																																														ሺ16ሻ 

i: represents the concepts of the query q 
j: represents the concepts of the document d 
 ௜: is the frequency of the concept i in query qݍ
௝݀ : is the frequency of the concept j in document d 
ܵ݅݉ሺ݅, ݆ሻ : is the semantic similarity between the two concepts i and j using WordNet. 
 
 
6. RESULTS AND ANALYSIS 

The choice of approach from the approaches presented in section 4 is very important in our 
proposed approach because it plays an important role in the research.To perform the comparison between 
these approaches, we compute the semantic similarity measure with the same of documents and choose the 
approach that gives good results. This table shows the computed similarity between the same documents. 

 
 

Table 1. Comparison of running time and similarity measure of different approaches 
Approaches Similarity measure running time (msec) 

Leacock and Chodorow 0.14 1016 
Wu and Palmer 0.11 1297 

Resnik 0.07 1360 
Jiang Conrath 0.04 1391 

Lin 0.02 1344 

 
The results show that the similarity changes with the change of each approach, it is very important 

in the Leacock and Chodorow approach because it gives the greatest similarity with a minimum running 
time.Based on this evaluation, our approachwill be basedon Leacock and Chodorow approach. 

 
6.1.Evaluation of our approach   

In our experiments,we used a physical machine that equipped by an Intel Core i3 CPU 2.27GHz, 8 
GB of memory. For virtualization, Xen Server 6.2 was installedas a Hypervisor of type 1 based on the 
distribution provided by Citrix. Our machine is a virtualized Linux Ubuntu Server 12.04, with 6GB 
ofmemory for NameNode/DataNodes. During of our work we have used the version 5.1.2 of Cloudera 
Manager that unifies via a user graphical interface of the installation, configuration and management. 

Figure 4 shows the results of the semantic similaritymesures between thesame documentusing our 
approach and the approachesalready exist in the literature. 

Our approach provides the double of the semanticsimilarity measure compared to other 
approachesbecause it is based on the LearockandChodorow approach for the method Cosine andthe vector 
representation of the semantic relations between the the conceptswith the use of the weight of the words and 
WordNet. 

Figure 5 shows the results by applying our approach to compute the semantic similarity between a 
document and a text corpus that contains contains a variable number of documents by computing in each case 
the time necessary to find the similarity between the query and each document of the corpus to return a list of 
documents that are semantically similar (relevant) to a user request. 

Table 2 demonstrates the running time performance of ourMapReduce algorithm,it shows how our 
new algorithmprofit of the parallelizationof processing and managing the large number of documents with a 
parallel, distributed tasks on Hadoop.  
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Figure 4. Comparison betweenthe semantic similarity measure of our approach and other approaches 
 

 
 

 

Figure 5. Comparison betweenperformance of running timesinour approach and other approaches 
 

 
Table 2.Evaluation of running time for our MapReduce algorithm 

Number of documents Map Reduce 

10 1067 36341 

20 2974 40636 

60 4845 35791 

100 16381 172799 

200 32562 406338 

400 10336 1068975 
 

 
 
 



IJECE  ISSN: 2088-8708  
 

An Approach of Semantic Similarity Measure between Documents Based on Big Data (Mohammed Erritali) 

2463

7. CONCLUSION 
This paper discussed our approach based on a new MapReduce algorithm to compute the similarity 

between a query and documents existing in HDFS and find the most pertinent of documents.The results 
conclude that our Mapreduce algorithm outperforms the state of the art ones on running time performance 
and increases the measurement of semantic similarity.The future research involves testing multilingual of 
WordNet for documents with using Hadoop multi-nodes to improve these resultsand analyzing the Graphics 
Processing Unit (GPU). The work is underway and results will be available soon.  
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