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 In this paper, a single neuron neural network beamformer is proposed. A 
perceptron model is designed to optimize the complex weights of a dipole 
array antenna to steer the beam to desired directions. The objective is to 
reduce the complexity by using a single neuron neural network and utilize it 
for adaptive beamforming in array antennas. The selection of nonlinear 
activation function plays the pivotal role in optimization depends on whether 
the weights are real or complex. We have appropriately proposed two types 
of activation functions for respective real and complex weight values.   The 
optimized radiation patterns obtained from the single neuron neural network 
are compared with the respective optimized radiation patterns from the 
traditional Least Mean Square (LMS) method. Matlab is used to optimize the 
weights in neural network and LMS method as well as display the radiation 
patterns.
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1. INTRODUCTION 

Due to its broad range of applications, adaptive array antenna is most popular in the present world. 
Present world applications require much faster beam steering that cannot be achieved using a mechanical 
systems. Hence it is required to use more consistent and much faster electronic beam steering techniques 
such as adaptive arrays. However, the beamforming withal most identical elements result lack of flexibility. 
On the other hand, adaptive beamforming methods by means of weight optimization are capable of managing 
the complexities of distinct elements. The adaptive array can detect, track and allocate narrow beams in the 
direction of the desired users while nulling unwanted sources of interferences. There are well known 
traditional techniques for adaptive beamforming in array antenna.  

Soft computing techniques namely Artificial Neural Networks (ANN), fuzzy logics, Genetic 
Algorithms (GAs), provide low cost solutions and robustness to different complex real world problems. ANN 
is a powerful information processing paradigm that tries to simulate the structure and functionalities of the 
biological nervous systems. The ANN is used to deal with many applications, and they have proved their 
effectiveness in several research areas such as image recognition, speech recognition, signal analysis, process 
control, and robotics. The true power of neural networks lies in their ability to represent both linear and non-
linear relationships. ANN, like human learning, learns by example. Training a neural network is, in most 
cases, an exercise in numerical optimization of a usually nonlinear function. Basic building block of every 
artificial neural network is an artificial neuron or perceptron that is a simple mathematical model. 
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Many researchers have been using Neural Network methods in antenna array signal processing. 
Neural networks are used in adaptive antenna signal processing [1]-[2] because of their general purpose 
nature, fast convergent rate and large scale integration implementations. The goal of neural network training 
is to minimize the difference between output data and the target data. Neural network techniques have 
advantages such as nonlinear property, adaptive learning capability, and fast convergence rates. These 
characteristic advantages of the neural network encourage us to use in adaptive beamforming. Identifying the 
inherent gains of neural networks, a number of literatures are available on neural network based model to 
calculate the weights of an adaptive array antenna [3]-[6].  

A complex multilayered Radial Basis Function Neural Network (RBFNN) is proposed to 
successfully examine the adaptive beamforming of nearfield Ultra Wide band (UWB) array [7]. The authors 
claimed that RBFNN method is derived from regular theory, has the optimal approximation ability to 
complicated functions and has a faster learning speed compared to global methods, such as the MLP with 
BPrule. Where they uses a neural network with number of nodes in input layer, hidden layer and output layer 
and use genetic algorithm (GA)to determine the number of hidden neurons. Mohamad [8] has also carried out 
a comparative performance analysis on stochastic and GA algorithms on smart antennas for dynamically 
changing environment. 

A neural-fuzzy based composite technique is advocated to design the adaptive beamformer [9]. 
Where the authors use feed forward neural network for training the weight vectors for different angle of 
incidence of the signal to arrive at the initial estimate of the weights and fine tunes the weights till the 
maximum signal output power is reached. The weight is calculated in each iteration till the error is minimized 
and convergence of weight is achieved. They have shown that the convergence time in their algorithm is 
faster than the LMS algorithms using simulation. 

However, we propose a single neuron weight optimization model (SNWOM) for adaptive 
beamforming in smart antennas by carefully selecting the appropriate activation functions to match with the 
desired radiation pattern and the dipole location. 
 
 
2. SINGLE NEURON WEIGHT OPTIMIZATION MODEL (SNWOM) 

Here we briefly describe the single neuron modal to optimize the weights which will be used in 
adaptive beamforming. In the perceptron model as shown in Figure 1, a single neuron with a linear weighted 
net function and a threshold activation function also known as transfer function is employed. The model has 
three parts and at the first part inputs (x1, x2 …., xn) are multiplied with individual weights (w1, w2 …wn). In 
the second part of simple perceptron is the net function that sums all weighted inputs and bias as: 

 





n

k
kk xwbz

1

 (1) 

 
In the final part of simple perceptron the sum of previously weighted inputs and bias is passing 

through a transfer function to get the output. In case of linear activation function artificial neuron is doing 
simple linear transformation over the sum of weighted inputs and bias b. There is no single best method for 
nonlinear optimization and is based on the characteristics of the problem to be solved.   

 
 

 
Figure 1. Perceptron model for weight optimization 
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Many neural network architectures generally operate on real data. But there are many applications 

where consideration of complex inputs is quite desirable. Trainingthe neural networks using complex inputs 
was done using techniques like the back-propagation, Hopfield model and perceptron learning rules. Their 
performances were tested using the pattern classification [10], signal processing [11] and time series 
experiments and its generalization capability was found to be satisfactory. 

In complex-valued neural network, inputs, output, threshold, and weights are complex values and 
selecting activation function is a challenging pare. Because of the neural network’s outstanding capability of 
fitting on non-linear models many researches have been done in the recent past [12]-[13]. Hamid et al [14] 
have studied new types of complex-valued sigmoid activation function for multi-layered neural network. 
Their simulation results proved that their proposed network reduced 54% of testing time compared to neural 
network uses normal sigmoid activation function as given below.  
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The coefficients Cr and Ci can be adjustable to achieve the fast optimization with high accuracy.  In 

order to train the weights to meet the desired output of 0y , the deviation Δ is obtained and the weights are 

iterated until it reach the trained means error TMR is below the  predefined value. Where the deviation, and 
trained means error as below. 
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Also the weights are adjusted in every iteration using the deviation and the selected learning rate 

also known as coefficient 0k  as given below: 

 

iii xkww  0                      (6) 

 
The iteration is allowed either it reaches the TMR below the predefined value TMRm or the defined 

maximum number N of iterations.  The SNWOM weight optimization flowchart is given in Figure 2. 
 
 
3. ADAPTIVE ARRAY MODEL 

In adaptive array design, the placement of dipoles can be any manner since the current amplitude 
and the phase could be adjustable to get the desired radiation patterns. However, analytically we can show 
that for any arbitrary set of dipoles arranged in a straight line would produce a radiation pattern that is 
symmetrical on both side of the plane where the dipoles are placed. As a result, the placement of dipole must 
be chosen based on the desired radiation patterns. If the set of desired radiation patterns are symmetrical on a 
common axis then the dipoles can be placed in that common axis where all the current components will in 
phase with different set of amplitudes with respective radiation patterns. Alternatively, when the set of 
desired radiation patterns are unsymmetrical on a common axis, the placement of diploes will not be in a 
common axis while the current components will be in different phases and amplitudes. Consequently, the in 
phase and the different phase current components will result real and complex optimized weight values, 
respectively. Therefore, we have proposed two types of activation functions for optimizing real and complex 
weights. Accordingly, we model a general setup as shown in Figure 3 where n numbers of dipoles are placed 
arbitrarily. 

For the arbitrary placement of dipoles, the currents will be different in phase amplitude and it can be 
represented by complex current phasors.  The respective complex current phasors of the dipoles are taken as 
I1, I2, and In. Hence the electric field (far-field) at the observation point P could be given as: 
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where A0 and  are a constant and the phase constant, respectively.   

Substituting for r1, r2, and rn in terms of the distance from origin, equation (7) can be simplified 
to: 
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wherew1, w2, and wn are the complex weights and in proportional to the complex current phasorsI1, I2, and 
In, respectively. To achieve the objective of forming a resultant single beam, the value of the complex 
weights w1, w2, and wn needs to be optimized such that the resultant field must matched to a desired single 

beam function  f . Thus equation (8) can be written as, 
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Figure 2.  The SNWOM weight optimization 
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Figure 3. Schematic Diagram of Dipole Placement 
 
 
4. RESULTS AND DISCUSSION 

 
4.1. Real Value Weights  

The dipoles are placed on a straight line by fixing the desired beam function  f as 2cos and 

taking the distance between two elements as half wavelength, we have optimized the weights for five and 
seven elements to find the actual output using the above SNWOM model with initial weights, bias and 
learning rate also known as coefficient. For training, we have used different angles   in the range of 00 to 

3600. During the testing process we have used different angles  in the range of 00 to 3600.Having obtained 

the optimized weights after convergence, we have drawn the radiation patterns using optimized weights and 
compared with the radiation patterns of the desired beam for five elements array as shown in the Figure 4. 
The Perceptron generated antenna beam is seen to closely match with the desired beam with which it is to be 
optimized. The beam is seen to give the maximum radiation in the desired direction and null points that 
match the desired beams null points. The beamwidth is wider, thus leading to some interference when 
receiving, as well as a measure of power wastage when transmitting. It is seen that there is maximum 
radiation over a wider area than what is required by the desired beam. However, as shown in Figure 5, this is 
rectified by increasing the number of elements from five to seven, thus getting greater accuracy at a cost. It 
should be remembered that whereas most multilayer neural network beam formers as well as the optimization 
procedures that use algorithms such as the least mean square methods (LMS) requires heavy computational 
time and memory to store multilayer weights, for instance, the Perceptron requires little memory and gives 
fast convergence when training and rapid generation of the beam when in operation on line. The beams of 
Figure 4 to 7 are beams required to communicate from the junction of underground tunnels in mines, as well 
as along the streets with vehicles from a base station beam at a junction. 

 
 

 
 
 

Figure 4.  Comparison of Radiation pattern between 
optimized beam and desired beam obtained by 
SNWOM when the number of adaptive array 

elements is five 

 
 
 

Figure 5. Comparison of Radiation pattern between 
optimized beam and  desired beam obtained by 
SNWOM when the number of adaptive array 

elements is seven 
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Similarly, we have optimized the weights using stated SNWOM. The optimized results are shown 
for seven elements as in Figure 5. As we have expected, with increased number of elements, the adaptive 
array beamforming is very much close to the desired beam. However the amplitudes in the 0o and 180oare 
better in five elements array than seven elements array that due to the characterstic of the desired beam 
selected. 

 
 

 
 

Figure 6. Comparison of Radiation pattern between 
optimized beam and desired beam when the number 

of adaptive array elements is five 

 
 

 
Figure 7. Comparison of Radiation pattern between 
optimized beam and desired beam when the number 

of adaptive array elements is seven 
 
 
In order to have the comparison between accuracy of weights optimized from SNWOM method 

with the weights optimized from traditional LMS method, the weights are calculated for five elements and 
seven elements array antenna using LMS optimization. The radiation patterns for five and seven elements 
optimized from LMS methods are shown in Figure 6 and Figure 7, respectively. 

Comparison of Figure 4 and Figure 6 displays that the results obtained from SNWOM has better 
match than LMS method though significant difference cannot be observed between Figure 5 and Figure 7. 

In order to further test the precision of the SNWOM method with variety of desired function, we 
select a desired function as [15]: 

 

      cos2cos2coscos43
9

1
f   (10) 

 
We optimize weights by taking the distance between two elements as half wavelength for five and 

seven elements using SNWOM. The optimized radiation patterns are compared with the desired radiation 
patterns in Figure 8 and Figure 9 for five and seven elements, respectively. We observe the close match 
between desired and optimized radiation patterns. It is evident from the results that the desired narrow beam 
could not be achieved using 5 elements model while it is feasible with 7 element model. Therefore, it can be 
recognized that the narrow desired beam require more number of dipole elements. The side lobes of this 
broadside antenna are relatively small, as seen in Figure 8. Where this linear array antenna need to be used as 
a single beam antenna, a reflector may be used to flip over the unwanted of the two main beams. The 
Perceptron beamforming method proposed may work with any chip-based MIMO techniques, including 
transmit beam forming, spatial multiplexing, space-time block coding and cyclic delay diversity. 
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Figure 8. Comparison of Radiation pattern between 
optimized beam and desired beam obtained by 
SNWOM when the number of adaptive array 

elements is five 

  
 

 
Figure 9. Comparison of Radiation pattern between 

optimized beam and desired beam obtained by 
SNWOM when the number of adaptive array 

elements is seven 
 
 
Since only a single Perceptron is used for beamforming, the technique is fast, and could provide the 

best set of antenna patterns within milliseconds. Even though, the precision of the SNWOM is depending on 
the dipole placement and the characteristics of the desired beam selected, it is a fast, efficient and simple 
method for the weight optimization compared to the previously proposed neural network based adaptive 
beamforming methods. 
 
4.2. Complex Value Weights 

When the desired radiation patterns are unsymmetrical on common axis then the placement of the 
dipoles cannot be in common axis as discussed earlier. Bodhe et al [16] have proposed a rectangular array 
structure to provide solution for such condition. However, it is possible to construct an array with 
minimum three elements that cannot be in common axis which will lead to complex weight values. 
Therefore we have considered the minimum three along with four and six element arrays to compare the 
accuracy of beamforming as shown in Figure 10. The desired function is selected as 

   0sinc  f  to form a single beam, where 0  is the desired angle. 

 
 

 
 

Figure 10. Schematic Diagram of Array Models (a) Equilateral Triangular Model, (b) Square Model and 
(c) Regular Hexagonal Model 

 
 

We have optimized the weights for three and four and six elements to discover the actual output 
using the above SNWOM model with initial weights, bias and learning rate also known as coefficient with 
the appropriate activation function.The radiation pattern in Figure 11 shows the results obtain from 
conducting SNWOM optimization. The radiation pattern compares the significant of matching between the 
desired pattern and the optimized pattern. 
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              3 Elements               4 Elements              6 Elements 
 
 

Figure 11. Comparison of Radiation Patterns of 3, 4 and 6 Elements using SNWOM 
 
 

It can be observed from Figure 11 that as the number of elements increases the optimized beam 
patterns have better match to the desired beam from three to four to size elements. In addition to beam pattern 
matching, the beam width is also reduced. A narrow beam would have a greater coverage while utilizing less 
power as compare to an Omni-directional antenna. However the complex weights optimized from LMS 
method for the same cases give superior match when the number of elements is increased as shown in Figure 
12. In this paper we have compared with LMS method for the formation of a desired beam using antenna-
based beam forming as opposed to chip-based beam forming. In chip based beam forming multiple beams are 
created that should constructively add together at the receiver (mobile station), thus requiring the receiver to 
send signals to the base station transmitter to steer the beam. Where the receiver may have multiple antennas, 
an ambiguity arises as to the specific antenna that had sent a signal to the transmitter. In the antenna based 
beam forming, reported herein, the beam former may handle both signal receiver or a single cluster of 
receivers in one geometrical location, or multiple clusters or antennas as in Figure 5 for instance. The 
position and velocity of the receiver (MS) antenna may be determined a well-established method [17] where 
automatic beam steering is needed in the case of mobile receivers. Thus the transmitter antenna beam may be 
optimized at the MS’s  present location, rather than the MS’s previous location. 

 
 

 
 

Figure 12. Comparison of Radiation Patterns of 3, 4 and 6 Elements using LMS optimization 
 
 

5. CONCLUSIONS 
A simple, accurate and efficient approach to the problem of adaptive beamforming was proposed 

and implemented using single neuron neural network. The weights were optimized using SNWOM with 
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appropriate activation functions and compared with that of traditional LMS method for the comparison of 
performance. The radiation patterns obtained from optimized weights were close match with the desired 
radiation patterns when the weights coefficients were real but it was marginally matched for complex weight 
coefficients. It showed that the activation functions selected for the complex weight coefficients have not 
fully supported the optimization.  
 
 
6. FUTURE WORK 

When the dipoles are placed in straight line along with the selected desired beam, the weight 
coefficients turned to be real values.  For the present setup, the selected nonlinear activation function 
matched very well and weight coefficients could be optimised easily. However, it will not be the case in real 
time application where the dipole placement and desired beam function may not be as taken in this model 
where the expected weight coefficients would be complex values. In order to optimise complex weigh 
coefficients, the presently proposed nonlinear activation function may not be the most suitable. Therefore, the 
future work can be focused on selecting appropriate nonlinear activation function in order to optimise 
complex weights coefficients. 
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