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 One of the properties of wood is a mechanical property, includes: hardness, 
strength, cleavage resistance, etc. Among these properties there that can be 
measured or estimated by visual observation on cross-sectional areas of 
wood, which is based on inter-fiber density, fiber size, and lines that build 
the annual rings. In this paper, we proposed a new wood quality 
classification method based on edge detections. Edge detection is applied to 
the wood test images with the aim to improving the characteristics of wood 
fibers so as to make it easier to distinguish their quality. Gray Level Co-
occurrence Matrix (GLCM) used to obtain wood texture features, while the 
wood quality classification done by Naïve Bayes classifier. Found in our 
experimental results that the first-order edge detection is likely to provide a 
good accuracy rate and precision. The second order edge detection is highly 
dependent on the choice of parameters and tends to give worse classification 
results, as filtering the original wood image, thus blurring characteristics 
related to wood density. Selection of features obtained from co-occurrence 
matrix is also quite affected the classification results. 
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1. INTRODUCTION 

The determination of wood quality is especially important for a manufacturer of wood, as a means of 
quality control which serves to determine the appropriate price for each wood product and maintain 
consumers’ confidence. The quality of wood is naturally influenced by several factors, including the density 
of the wood structure fiber, shelter, weather and so forth. Therefore, wood will have several of mechanical 
properties, textures, shapes and colors. The determination of wood quality can be based on several things, 
including slope of the wood fiber [1], defects in the wood, especially knots [2] or the mechanical properties of 
wood [3],[4]. Hardness and stiffness are mechanical properties that frequently observed and considered to 
determine quality of wood [4], and have positive correlation to density of wood [5]. So the alleged of 
observations are based on the density between constituent of annual rings. The number of lines that build 
annual rings of four-seasons wood usually more than the wood in two-seasons region or tropical. The distance 
the lines on annual rings determined by large-small and density the constituent fibers of the wood. 

At the simplest level, the assessment of quality of wood carried through visual observation by 
experts who are experienced [6]. But it is tend to be less efficient in terms of time and effort. Over the time, 
the assessment of the quality of wood can also be done in the laboratory, where testing can be either 
destructive or nondestructive [3]. As the development of current technology, there are lot of research has been 
done to replace the function of the human eye as a tool of visual observations, one of whom is use digital 
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cameras. By using a digital camera we can obtain a digital image of an object. Digital image obtained can be 
read and processed by a computer, to subsequently use in the necessary research. Digital image-based 
research has been developed for considering the characteristics of the object in a digital image that contains 
the object. Nondestructive methods related to wood quality tests have been done such as by using a wood 
image based on the slope of the wood fiber [1] or considering the number of defects and their distributions 
[7]. This study focuses on the classification of wood quality using a wood image, but is observed a test wood 
texture by using texture features of wood. Texture features obtained by using Gray-Level Co-occurrence 
Matrix (GLCM) as an extractor which is implemented in Matlab software. Texture features of GLCM that 
often used in research of texture analysis are Contrast, Correlation, Inverse Difference Moment (IDM), 
Entropy, Energy and Homegenity [8]-[13]. Before feature extraction, edge detection carried, because the 
characteristics of the edges in an image can be used to represent the image to further analysis and 
implementation [14], and also reinforces the observation of fiber density and annual rings on the of wood 
were observed in this study. 
 
 
2. THEORITICAL CONCEPTS 

 
2.1. Edge detections 

Edge detection is a method used to gain an edge contained in an image observed. Edge states limit 
where there has drastic change of gray level [15]. In general, edge detection method is divided into two, ie 
first-order edge detection methods (includes Roberts, Prewitt and Sobel) and second-order edge detection 
method (Canny and Laplacian of Gaussian filters). Roberts detector using a 2x2 mask or kernel, where the 
differential sought by diagonally (45 and 135 degrees) as illustrated in the Figure 1. 
 
 

 
 

Figure 1. Relationship between image pixels and mask of Roberts operator 
 
 

Thus, Roberts operator detects the edges in a diagonal direction. The pixel intensity values in 
matrices as Roberts operator results at position (x,y) on the this paper is calculated by the formula: 
 

r x,y 	 	|p1	–	p4|	 	|p3	–	p2|	 (1)	
 

Meanwhile, Prewitt and Sobel are edge operators that use a 3x3 kernel as shown in the Figure 2. 
 
 

 
 

Figure 2. Kernel of (a) Prewitt operator and (b) Sobel operators 
 
 

From Figure 2, we can see that both Prewitt and Sobel operator detects the edges in vertical and 
horizontal directions. Canny edge detection perform smoothing in advance using Gaussian function and is 
claimed as the best edge detection method because it can capture both edges of the strong and weak edges, 
but has complex computation and time consuming [14],[16]. Laplacian of Gaussian (LoG) has a kernel size is 
varied and requires  (sigma) as a parameter, where sigma is parameter used in LoG’s formula [14]: 
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LoG(x,y) = 1  (2) 

 
Generally, the relationship between value of sigma and the size of the kernel that is often used is 

size=ceiling (3*sigma)*2+1. 
 
2.2. Gray-level co-occurrence matrix (GLCM) 

Gray-Level Co-occurrence Matrix (GLCM) is a method often used in the texture analysis [17], 
proposed by Haralick in [18] on 1973 that includes 14 features texture. GLCM produces features which 
describe well the relationship of adjacency among pixels in an texture image. These features extracted from a 
co-occurrence matrix, where the construction of these matrices depends on several parameters, including: 
spatial distance (d), direction or angle orientation (θ) and gray-limits (G). Spatial distance determines 
adjacency distance among pixels of an image, while the direction determines how to neighboring pixels on 
the specified direction. Gray-limits parameter determines the size of the co-occurrence matrix are generated, 
as well partitioned intensity value contained in the entire image to produce a matrix that is “converted”. 
Figure 3 shows an example of the relationship between co-occurrence matrix construction and the selected 
parameter values. 
 
 

 
 

Figure 3. Illustration of GLCM constructions: (a) matrix of image I, (b) converted matrix, (c)  co-occurrence 
matrix obtained by choosing d = 1, θ = 0 and G = 8 

 
 

As figure above, Figure 3-a is a matrix representation of an image I with the assumption have gray 
level 0-255, while Figure3-b describes converted matrix by G = 8, with rules: intensity from h*2  to 
(h+1)*(2 -1) changed to (h+1), where h = 0,1,2, …, 6, 7. 

 
2.3 Naïve-Bayes classifier 

Naïve-Bayes classifier works using the principle of Naïve-Bayes, the conditional probability to 
events mutually independent. For example given the task of classification which consists of two classes, 
where each class is recognized or determined by considering three features, the Naïve-Bayes classifier 
determines an event or item into the particular class by first calculating the probability that an item goes into 
each a given class, in this suppose that c1 and c2 are class, then the probabilities denoted by Pr (c1|x) and Pr 
(c2|x). Suppose item x has the value of a particular feature, ie f1, f2 and f3. Then the calculation is based on the 
assumption of independence of each feature of an item x, Pr (ci|x) is calculated  by the formula: 

 
Pr(c1|x) = Pr(c1|f1)* Pr(c2|f2)* Pr(c1|f3) and  
Pr(c2|x) = Pr(c2|f1)* Pr(c2|f2)* Pr(c2|f3)     (3) 

 
If Pr (c1|x) > Pr (c2|x) then the item x would be classified as a member of the class c1 and vice versa. 

If there are more than two classes, then the item will be placed into a class with the greatest probability. 
Naïve Bayes classifier has two primary outputs, ie posterior matrix and vector prediction. Matrix contains the 
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probability that some items to be classified to belong to each class, and the prediction vector is a vector that 
expressed the class chosen for that items. 
 
 
3. PROPOSED METHOD 

In this study the classification of wood based on its quality by first applying edge detection on the 
original wood image. Edge detection operators used in our proposed method are Roberts, Sobel, Prewitt, 
Canny and LoG (with some parameter value). Extraction of texture features performed using GLCM and 
Naïve Bayes is adopted for classifying the different qualities of wood. The proposed method is summarized 
on the diagram in Figure 4 below: 

 
 

 
 

Figure 4. Scheme of the proposed method 
 
 
In this method, we use four textural features, (i.e. Contrast, Correlation, Energy and Homogeneity) 

derived from the co-occurrence matrix with various values of GLCM parameters. We have four kinds of 
wood quality (as expert database, see Figure 4), where each type is composed of 20 images, which are 
divided into two sets (i.e. test set and training set, each containing 10 images). GLCM texture features from 
all images in the training set are stored as a feature database, that is then used to perform the classification of 
the images in the test set. The wood quality classification results obtained by Naive Bayes classifier will be 
compared or verified by the expert classification results that are in the expert database. And as final output of 
the proposed classification method is the accuration rate, with precision are optional outputs. Accuration rate 
compute by dividing the number of all correct predicted items in test set with the number of items in test set. 
Precision compute depend on the query (in our paper, the possible query is label of wood type, i.e. TF, F, M 
and GG). 

 
 
4. WOOD IMAGE 

This section will be divided into two parts. The first part shows different kinds of wood quality 
based on visual texture features present in wood images that will be tested. The second part discusses about 
the results of various edge detection methods on wood image. 

 
4.1 Wood image acquisition 

As the results of wood image acquisition, we have four types of wood which are distinguished by 
their quality. These images are provided by LE2I laboratory, Université de Bourgogne, France. There are 80 
images from 80 samples of wood, which are grouped into four types of quality and each group consists of 20 
samples. Figure 5 shows an example of wood images with four different qualities. These images are grayscale 
and in png format, wherein appears the transverse cross-sections, which reveal the annual rings and the rays of 
wood. 
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Figure 5. Image of four qualities of wood: (a) very good, (b) good, (c) medium and (d) poor 
 
 
4.2 Edge detection images 

The purpose of the edge detection applied to the wood image is to further strengthen the appearances 
of the wood texture features contained therein, especially to obtain the fiber composition and the lines that 
construct annual rings that are considered as parameters to determine the quality of wood. Figure 6 shows 
edge detection results of several methods (i.e. Roberts, Sobel, Prewitt, Canny and LoG) applied to original 
wood image in Figure 5-b.  

 
 

 
 

Figure 6. Edge detection results of several operators: (a) Roberts, (b) Sobel, (c) Prewitt, (d) Canny and (e) 
LoG (with parameter σ = 0.66 and size 5) 

 
 

We can see in Figure 6 that the results of Sobel and Prewitt operators have similar characteristics as 
mentioned in [14]. Image of second order edge detection methods have characteristics much different than the 
results of the first order. Canny detector generates the edges in binary format, that can capture the strong and 
weak edges, but these edges are very thin compared to the others operators results. The output of LOG 
operator seems like the original image with reinforcement on the view of fibers. 

 
 

5. E XPERIMENTAL RESULT 
 This section presents the analysis of GLCM texture features, effect of change GLCM parameters, 
and classification results using our proposed method. As explained in the first part, that this study was 
conducted to classify wood based on its quality with a focus on utilizing the image of the test wood. Because 
previous research related to the mechanical properties of wood is done by using ultrasonic waves, x-rays and 
other laboratory equipment (not use image of wood), then the comparison against the results in this paper 
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aren't done. Research on the image of wood is generally performed to detect wood defects [1],[7] or to 
classify wood based on species [9]-[13]. Therefore, we present experimental results of classification of wood 
database that we use in this paper were implemented in some classification method based on wood species. 

 
5.1 Wood Classification of Proposed Method 

As explained earlier that GLCM as features extractor has three parameters, i.e. spatial distance, 
direction and gray limits. The selection of different values of these parameters can affect the results of 
statistical that calculate from co-occurence matricex, that maybe influence classification results. Some edge 
detection methods also consider the orientation towards the edges, so in this paper, change of these three 
parameters are considered for texture features extraction that use as classification features. Table 1 presents the 
differences of classification result (as measured by accuration rate, precision, and running time) that 
distinguished by the use of edge detection methods and the selection of spatial distance. Accuration rate and 
precision are presented in percent, and running time in second. In this paper, we present the average of 
precision of all possible queries (i.e. TF, F, M and GG). 

 
 

Table 1. Classification Results vs Spatial Distance Value Based on Various Edge Detection Methods 

Operator Evaluation 
Spatial Distance 

1 2 3 4 5 

Roberts 
Accuration Rate 85 85 85 82.5 85 

Precision 87.4126 88.3117 88.3117 86.6071 88.3117 
Running Time 13.6997 13.7156 13.7080 13.8462 13.6953 

Sobel 
Accuration Rate 82.5 87.5 82.5 85 82.5 

Precision 86.4177 89.3939 86.4177 88.6905 87.0879 
Running Time 44.8902 44.9442 44.8890 44.8170 44.8790 

Prewitt 
Accuration Rate 82.5 87.5 82.5 85 85 

Precision 86.4177 89.3939 86.4177 88.6905 88.6905 
Running Time 44.8971 44.8067 44.8900 44.8422 44.8321 

Canny 
Accuration Rate 80 75 52.5 52.5 47.5 

Precision 80.5240 77.6380 50.0000 54.1558 46.9697 
Running Time 23.5565 21.9989 22.1658 22.1820 22.0603 

LoG 
Accuration Rate 77.5 82.5 77.5 80 80 

Precision 77.4784 83.0186 77.0617 81.0956 82.3593 
Running Time 18.2749 18.2295 18.1644 18.1959 18.1093 

 
 

In Table 1 it can be seen that changes in the value of spatial distance parameter doesn't give a significant 
effect on the classification results, which is characterized by a constant percentage of accuration rate and 
precision, except for Canny operator. While the impact of changes to the G against classification results are 
presented in Table 2. 
 
 

Table 2. Classification Result vs Gray Limits Value Based on Various Edge Detection Methods 

Operator Hal yang Diamati 
Gray limits 

8 16 32 64 128 

Roberts 
Accuration Rate 85 82.5 82.5 82.5 82.5 

Precision 87.4126 86.0390 86.4177 86.4177 86.4177 
Running Time 13.6997 14.7736 14.9804 15.0280 15.4367 

Sobel 
Accuration Rate 82.5 82.5 82.5 85 80 

Precision 86.4177 86.4177 86.4177 87.7914 79.7115 
Running Time 44.8902 45.9572 45.9146 45.8720 46.283 

Prewitt 
Accuration Rate 82.5 82.5 82.5 82.5 82.5 

Precision 86.4177 86.4177 86.4177 86.4177 86.4177 
Running Time 44.8971 45.8353 45.7818 45.8808 46.3403 

LoG 
Accuration Rate 77.5 77.5 77.5 80 80 

Precision 77.4783 77.4784 77.4784 80.8333 80.8333 
Running Time 18.2749 18.3768 18.1974 18.3390 18.6414 

 
 
Based on the results obtained in Table 1 and Table 2, we can summarize that Roberts operator 

generally provides the best classification results, both in terms of accuration rate, precision, running time and 
the stability of level of accuracy. Change the parameters of spatial distance and graylimits not provide a 
considerable influence on the accuration rate and precision, except on Canny operator. Thus, the best value for 
a parameter G that can be selected is 8, as mentioned in [19] with the intention of reducing the computation, 
because the size of co-occurrence matrix is smaller than the current G value greater than 8. 
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Further analysis carried out on the angle orientation parameter and Roberts operator, due only 
Roberts operator using a diagonal direction to the determination of the edge and give the best classification 
result constantly. Then research did by using the features GLCM with the parameters obtained from a 
diagonal direction, ie 45 and 135 degrees. Results of classification by using the image of Roberts operator 
shown in Table 3. 
 
 

Table 3. The Effect of Changing Features Selection on Roberts Image 

Direction 
Spatial Distance
1 2 

0, 45, 90 and 135 85 85 
45 and 135 87.5 85 

 
 

It can be seen from Table 3 that the classification results using the features from the direction 45 and 
135 degrees with the spatial distance 1 provides a better accuration rate than using all the features that come 
from the four directions of GLCM on Roberts image. 
 
5.2 Wood Classification of Other Method 

Classification method used here is the classification of wood based on species, proposed by Mohan 
S. in [12]. This method uses Canny operator at pre-processing stage and uses three texture features of GLCM 
ie Contrast, Entropy, and Standard Deviation. The number of features used is 30, because it uses block image 
from the original image. Classifier is used Pearson correlation factor. To determine the class of an image in  
test set (hereinafter referred to test sample), calculated the correlation factor between the test sample with 
each image in training set. Suppose the highest correlation factor is with an image included in the class K, 
then test sample classified as wood of class K. This method looks like k-NN classifier with correlation 
distance and k = 1. The database and the test set described on third part in this paper implemented to this 
method then compared the results with our proposed method. Classification results of this method presented 
in Table 4, where items in the training set be numbered from 01 to 40 and items in the test set be numbered 
from 41 to 80. 

 
 

Table 4. Implementation Results of Data of Wood-Based Quality on Mohan's Classification Method 
Sample 

Test 
Highest 

Correlation 
Closest 

Neighboor 
Prediction 

Class 
Actual  
Class 

 
Sample 

Test 
Highest 

correlation 
Closest 

Neighboor 
Prediction 

Class 
Actual 
Class 

41 0.9999 04 TF TF  61 0.9998 26 M M 
42 0.9984 37 GG TF  62 0.9997 01 TF M 
43 0.9999 04 TF TF  63 0.9998 22 M M 
44 0.9982 37 GG TF  64 0.9994 16 F M 
45 0.9999 04 TF TF  65 0.9999 24 M M 
46 0.9996 05 TF TF  66 0.9998 23 M M 
47 0.9995 06 TF TF  67 0.9995 15 F M 
48 0.9995 02 TF TF  68 0.9996 28 M M 
49 0.9997 03 TF TF  69 0.9999 24 M M 
50 0.9974 38 GG TF  70 0.9999 23 M M 
51 0.9998 19 F F  71 0.9995 37 GG GG 
52 0.9992 15 F F  72 0.9998 38 GG GG 
53 0.9998 13 F F  73 0.9994 37 GG GG 
54 0.9998 19 F F  74 0.9998 38 GG GG 
55 0.9999 19 F F  75 0.9988 15 F GG 
56 0.9996 15 F F  76 0.9993 31 GG GG 
57 0.9998 13 F F  77 0.9991 15 F GG 
58 0.9998 19 F F  78 0.9989 31 GG GG 
59 0.9998 13 F F  79 0.9998 37 GG GG 
60 0.9954 39 GG F  80 0.9995 38 GG GG 

Accuration Rate = 77.5 
Running Time = 27.0946 

Precision = 80.85 
Accuration rate and precision are in percent, running time are in second 

 
 
In Table 4 above, the closest sample in question is an object or image in the training set that has the 

highest correlation value against to test sample compared to other objects in the training set. It can be seen 
that the accuracy and precision of classification method by Mohan S is quite low, and no single type of wood 
that has a precision up to 100%. 
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6. CONCLUSION 
Based on the classification results obtained, edge detection method of the first order gives the image 

that characterizes the spread of fiber which is good for each wood group. Canny are less suitable for use in 
the case of wood classification based on quality, because it captures the weak edge though, so obscure the 
characteristic that can distinguish among types of wood. Pre-processing using edge detection methods in our 
proposed method, especially the first order, give a fairly good classification results. Roberts operator is 
relatively more efficient because of the number of features used can be reduced to half and provide the better 
accuration rate on spatial distance of 1, and generally its performance is comparable to others detector that 
use more features. Wood classification method based on species by Mohan S. less suitable if it is 
implemented to the data in this study that is wood-based quality. It is alleged the use of Canny operator and 
because the data characteristics of wood-based spasies not the same as the data characteristics of wood-based 
quality that used in this study. The selection of features through the determination of the parameters that 
construct GLCM also very important because quite affects the accuracy and precision from the classification 
process, especially that use Roberts operator in pre-processing stage. 
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