
International Journal of Electrical and Computer Engineering (IJECE) 
Vol. 6, No. 5, October 2016, pp. 2150~2157 
ISSN: 2088-8708, DOI: 10.11591/ijece.v6i5.10826      2150 

  

Journal homepage: http://iaesjournal.com/online/index.php/IJECE 

Adaptive Speech Compression Based on Discrete Wave 
Atoms Transform 

 
 

Bousselmi Souha1, Aloui Nouredine2, Cherif Adnane1 
1Department of Physics, Faculty of Sciences of Tunis, Farhat Hached University, Tunisia 

2Centre for Research on Microelectronics & Nanotechnology, Sousse Technology Park, Tunisia 
 
 

Article Info  ABSTRACT

Article history: 

Received Mar 21, 2016 
Revised May 26, 2016 
Accepted Jun 14, 2016 
 

 This paper proposes a new adaptive speech compression system based on 
discrete wave atoms transform. First, the signal is decomposed on wave 
atoms, then wave atom coefficients are truncated using a new adaptive 
thresholding which depends on the SNR estimation. The thresholded 
coefficients are quantized using Max Lloyd scalar quantizer. Besides, they 
are encoded using zero run length encoding followed by Huffman coding. 
Numerous simulations are performed to prove the robustness of our 
approach. The results of current work are compared with wavelet based 
compression by using objective criteria, namely CR, SNR, PSNR and 
NRMSE. This study shows that the wave atoms transform is more 
appropriate than wavelets transform since it offers a higher compression ratio 
and a better speech quality. 
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1. INTRODUCTION 

The improvement in the speech compression field is mainly related to the need of rapid and efficient 
techniques for data storage and transmission.The purpose of any compression technique is to present the 
speech signal using few bits while preserving the quality of the reconstructed signal. Speech compression is 
based on reducing the redundancy between samples; it has become ubiquitous in many applications such as 
mobile telephony and voice over IP. In literature, the speech compression algorithms are split into two main 
categories: lossless compression and lossy compression. The first one provides an exact reconstruction of the 
original signal; however, it cannot achieve low data rates. We can mention the Run Length Encoding and the 
Huffman coding as the most known algorithms in this category. The second one cannot obtain an exact 
reconstruction, but it provides high compression ratios [1]. 

 In general, the existing speech compression algorithms combine between both of them in order to 
increase as much as possible the compression ratio. There are different techniques of audio compression, 
namely the direct speech compression, parameter extraction and transformation methods. The direct 
compression consists of extracting the significant information in temporal domain to approximate the original 
signal [2]. Parameter extraction methods extract the parameters of the signal such as linear predictive 
compression [3]. Transform compression technique (e.g., discrete cosine transforms [4], wavelet transforms 
[5]) convert the signal from the time domain to another parsimonious domain. Among them, the wavelet 
transform is the most popular one since it was used in many signal processing applications, [6]-[9]. 

Many comparative studies have been proven that wavelet outperforms the DCT (Discrete cosines 
transform) which is utilized by the MPEG standard, FFT (Fast Fourier Transform) [4] and LPC (Linear 
Predictive Coding) [10]. In recent years, new multi-scale transform called wave atoms has been emerged, it 
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has been included in many articles in the field of image processing [11]-[14], this transform is well suited for 
representing the images, data, due to its directionality and sparsity compared with the discrete wavelet 
transform. Sparsity is the important criterion that can be considered in speech compression, in contrast of 
directionality, which is considered for only 2D or higher dimensional signal [15]. In this context, we have 
proposed a new compression system to explore the use of wave atoms in the field of speech compression; we 
have also proposed an adaptive threshold, which depends on the SNR estimation to preserve the quality of 
the reconstructed signal.  

This article is structured as follows. The next section describes the discrete wave atoms transform. 
The section III gives more detail about the proposed speech compression system. Then, simulation results are 
presented in section IV. Finally, we conclude this work with section V. 
 
 
2. DISCRETE WAVE ATOMS TRANSFORM 

In [10], a signal is considered as oscillatory model when it can be described as the function below: 
 

( ) sin( ( )) ( )gf x N x h x                                                                  (1) 

 
x , is coordinate. g , and h   are C

scale function. h has a compact support in [0,1]
2

and N is a large constant. 
Fourier series decomposes a function having a finite duration or which is periodic into a sum of oscillating 
function, namely sines and cosines. In Fourier transform, sparsity is missed due to discontinuities, which is 
known as Gibbs Phenomenon. It needs an important number of coefficients to reconstruct a discontinuity 
with minimal loss of accuracy. For getting sparse solution of  signal f, wave atoms were proposed by 
Demanet and Ying in [16],[17]. 

Theorem: For f be of the form (1).Assume g has no critical points. Then f can be represented to 

accuracy  in by the largest C N   wave atoms coefficients in absolute value, where for all  0M   , there exists   

0MC    such that _ 1/ M
MC C  . 

This theorem means that wave atoms transform give  O N  coefficients to oscillatory function. 

Under some accuracy situation, we would need  3/2O N curvelet coefficients or  2O N wavelet coefficients. 

Despite the fact that this conclusion is forced in two or higher dimensional signal, it is easy to revert to one 
dimensional situation, in which wrapping description and directionality of wave atoms are not considered but 
the sparsity is preserved. The principle of our study is the assumption that the speech signal obeys this model. 
Whereas, a speech signal obeys the model mentioned above. We think that wave atoms transform can 
represent a speech signal more sparsely and improve compression factor while preserving the quality upon 
reconstruction. Wave atoms are a variant of wavelet packets; they have a high frequency localization that 
cannot be achieved using a filter bank based on wavelet packets and Curvelet, Gabor atoms. Wave atoms 
exactly interpolate between Gabor atoms and directional wavelets. The parameter α represent the multi-scale 
transform properties, from 0 (uniform) to 1 (dyadic).  The parameter β measures the wave packet’s 
directional selectivity. Figure 1 exposes the various transforms.  

 
 

 
 

Figure 1. Identification of various transforms as (α, β) families of wave packets [16] 
 
 
Wave atoms 1D family function is defined as   ( )x  , with subscript μ = (j, m, n). The indexed 

point (xμ, ωμ) in phase-space is defined as follows. 
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2 jx n
  ,  2 jw n                                                                (2) 

1 22 max 2j j
iC m C                      

 

The elements of frame  ( )x  are named wave atoms when: 

 
2ˆ (1 2 )J j M

MC       
 

2 (1 2 )J j M
MC      

           (3)                                       

( ) 2 (1 2 )

0

j j
M yx C x x

M

   


 

 
In practice, wave atoms are constructed from tensor products of a particular wavelet packet, which 

satisfies parabolic scaling wavelength that is achieved using decomposition architecture like incomplete 
wavelet packet as shown in Figure 2 [16]. 

 
 

 
 

Figure 2. Strategy of wave atoms and corresponding set of subbands [16] 
 
 

Figure 3 shows the space-frequency domain forms of one-dimensional wave atoms at increasing 
scales. 

 
 

 

 
 

Figure 3. One dimensional wave atoms in space frequency domain at increasing scales 
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3. ADAPTIVE SPEECH COMPRESSION USING WAVE ATOMS TRANSFORM 
  The block diagram of the proposed compression system is illustrated by Figure 4. The different 

steps of the system are explained in the following paragraphs. 
 
 

 
 

Figure 4. Block diagram of adaptive speech compression using DWAT 
 
 

3.1. Discrete wave atoms transform 
The first step of our approach consists in decomposing the speech signal using DWAT. The 

particularity of this transform is to convert the temporal representation of a signal into a time-frequency 
representation. This domain transformation reduces the redundancy and decorrelates the signal’s samples, 
thus, decreases the bitrate of transmission. Wave atoms concentrate speech information into a few 
coefficients as shown in Figure 5 [3]. Therefore, after applying the wave atoms transform of a signal, many 
coefficients will either be zero or have negligible magnitudes.   

 
 

 
 

Figure 5. Normalized Wave atoms coefficients of speech signals 
 
 

3.2. New adaptive thresholding 
Thresholding is the most important step in compression based transform; it consists of rejecting the 

coefficients of the DWAT transform inferior to a given threshold. There are different methods of 
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thresholding, such as the hard thresholding and the soft thresholding which are the commonly used methods. 
In this work we have used the hard threshold given in this equation: 

 

Re Re
Re

0

C if C T
C

otherwise

  


                                                                     (4) 

 

The choice of threshold T is very delicate; a bad choice of threshold can degrade the signal after 
reconstruction. There is no suitable threshold for all signals due to the diversity of speech signals. Thus, we 
have introduced a new adaptive thresholding process which allows the adjustment of the threshold according 
to the desired speech quality. The flow chart of the adaptive threshold process is shown in Figure 6. 

 
 

Start

Coefficient of DWAT

  Ci=Ci+1 

 Sort(abs( Cbth )

T=Cbth(Ci)

Cath=Cbth.*(abs(c))>Tc

SNR(Cbth,Cath)>19

Ci=0

NO

END

YES

 
 

Figure 6. Flow chart of adaptive thresholding 
 
 

Ci: Retained coefficients. 
Cbth: Coefficients before thresholding. 
Cath: Coefficients after thresholding. 
 
3.3. Lloyd-Max scalar quantization 

After thresholding, a quantization process is performed. It deals with the approximation of the 
retained coefficients of DWAT with a finite set of values. There are two methods of quantization: The 
scalar quantization and the vector quantization. In general, quantization causes a relative distortion of the 
signal, which can be minimized by the use of the Lloyd-Max scalar quantizer. 

 
3.4. Encoding 

To achieve the speech compression, we have encoded the quantized coefficients using a particular 
Run Length Encoding suitable for our vector. This type of encoding codes only the runs of zeros with two 
bytes. The first byte indicates the start of a sequence of zeros and the second one represents the number of 
zeros. [18] This step is followed by a Huffman coding in order to eliminate any redundancy caused by 
quantization. To reconstruct the speech signal, we have reversed the different stages (Wave atoms, 
quantization, coding). 
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4. TEST AND RESULTS 
In this section, a MATLAB program has been developed to implement the speech compression 

codec based on DWAT as described in this paper. To evaluate the efficiency of the developed algorithm, a 
comparative study between the DWAT and DWT algorithm is performed using objective criteria; CR, SNR, 
PSNR and NRMSE. In all simulations, only source speech signals extracted from the TIMIT Database are 
exploited [19]. 
 Compression ratio (CR) 

 
( ( ))

( )

Length x n
C

Lenght cWC
                                                                             (5) 

 

cWC , is the length of the compressed wave atoms transform vector. 
 Signal to noise ratio (SNR) 

 
2

10 2
10log ( )x

e

SNR



                                                                       (6) 

 

Where 
2

x , is the mean square of the speech signal and 
2
e  is the mean square difference between the 

original and reconstructed signal. 
 Peak signal to noise ratio (PSNR) 

 
2

10 2
10log

NX
PSNR

x r



                                                                  (7) 

 

N , is the length of the reconstructed signal, X  is the maximum absolute square value of the signal x 

and 
2

x r    is the energy of the  error between the reconstructed and  original signal.  

 Normalized root mean square error (NRMSE) 
 

 2

2

( ) ( )

( ( ) ( ))x

x n r n
NRMSE

x n n





                                                        (8) 

 

( )x n , is the speech signal, ( )r n is the reconstructed signal, and ( )x n is the mean of the speech signal.  

The test results of the proposed algorithm are summarized in Table1.  
 
 

Table 1.  Performance evaluation of the proposed algorithm using TIMIT speech files  
Audio  file Algorithm CR SNR PSNR NRMSE 
sx27.wav DWAT 10.1198 19.1324 39.8416 0.1105 
sx11.wav DWAT 12.4593 19.1370 36.7158 0.1104 
sx12.wav DWAT 9.8699 19.0968 37.3253 0.1110 
sx37.wav DWAT 12.4121 19.1279 37.6441 0.1106 
sx57.wav DWAT 10.4757 19.1354 35.7199 0.1105 
sx26.wav DWAT 8.4150 19.1210 36.4544 0.1106 

sx243.wav DWAT 12.3281 19.1394 39.0011 0.1104 

 
 
From the above table, it is obvious that our approach offers a high compression ratio. The SNR is in 

average of 19 dB that is high enough to certify a good quality of the reconstructed signal. We can as well 
remark that by using the adaptive thresholding we have got a uniform SNR, in contrast in [4] the threshold 
value is set manually, which engenders a not uniform SNR that varies between 10dB and 22dB. Hence the 
quality of reconstructed signal is not assured for all speech signals. 

To evaluate the efficiency of our approach a comparative study is established with other studies 
based on DWT released in [4], [20], and [8]. For the DWT algorithm, we have used the Daubechies 
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orthogonal wavelet db10 and we have applied five decomposition levels and a global thresholding. Given the 
acoustic differences between male and female we have effectuated comparison tests on three voices from 
each gender. These results are in Table 2 and Table 3. 

 
 

Table 2. The performance results of the DWAT and DWT algorithms for female voices 
Audio file   Algorithm CR SNR PSNR NRMSE 
sx69.wav DWAT 9.8108 19.1299 35.4186 0.1105 

DWT          7.7978 18.0038 34.7076 0.1258 
sx84.wav DWAT 10.2915 19.1377 37.1492 0.1104 

DWT          8.2026 17.8513 36.5450 0.1281 
sx210.wav DWAT 13.3856 19.1320 36.2084 0.1105 

DWT 6.3563 18.1233 36.3855 0.1278 

 
 

Table 3. The performance results of the DWAT and DWT algorithms for male voices 
Audio file Algorithm CR SNR PSNR NRMSE 
sx156.wav DWAT 12.9313 19.1000 38.0939 0.1109 

DWT 8.9302 17.9074 38.3127 0.1272 
sx229.wav DWAT 9.5145 19.1656 35.0638 0.1101 

DWT 6.5588 17.9410 33.8392 0.1268 
sx289.wav DWAT 9.8997 19.1141 37.0677 0.1107 

DWT 6.1226 17.9807 35.8804 0.1262 

 
 
Throughout Table 2 and Table 3, it is clearly shown that the proposed system rates are better than 

DWT for male and female voices. In fact, it has improved the CR, PSNR, SNR parameters; while decreasing 
the NRMSE. Despite, the wavelet filter optimization used to improve the speech compression using DWT as 
given by [8], [21], [22] they cannot achieve the compression ratio obtained by the proposed algorithm. 

 
 
5. CONCLUSION  

In this paper, a new adaptive speech compression algorithm using discrete Wave Atoms is 
presented. The evaluation of performance using objective criteria such as CR, SNR, PSNR and NRMSE 
shows that the developed algorithm presented in this paper gives a high compression ratio without 
destruction the quality of the reconstructed speech signal.  A comparative study between our DWAT and the 
DWT methods demonstrates that the proposed algorithm increases the compression factor by 2.5 to 7 without 
sacrificing the speech intelligibility nor the Signal to noise ratio. 
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