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ABSTRACT

The assurance of an information quality of the input medical image is a critical step to offer highly precise and reliable diagnosis of clinical condition in human. The importance of such assurance becomes more while dealing with important organ like brain. Magnetic Resonance Imaging (MRI) is one of the most trusted mediums to investigate brain. Looking into the existing trends of investigating brain MRI, it was observed that researchers are more prone to investigate advanced problems e.g. segmentation, localization, classification, etc considering image dataset. There is less work carried out towards image preprocessing that potential affects the later stage of diagnosing. Therefore, this paper introduces a novel model of integrated image enhancement algorithm that is capable of solving different and discrete problems of performing image pre-processing for offering highly improved and enhanced brain MRI. The comparative outcomes exhibit the advantage of its simplistic implementation strategy.
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1. INTRODUCTION

In the current scenario of radiological diagnosis, various medical imaging techniques have emerged as advantageous tool to serve a beneficial feature to medical practioners and experts in order to detect and cure abnormalities in human body in eaiser manner and with lower mental risk [1]. Images captured from various devices using different modes such as X-ray, CT scan, MRI and ECG. Among these imaging models MRI is considered to be very potential and trust full tool to visualize the complex and internal parts of human organs in detailed. The MRI stands for Magnetic Resonance Imaging that construct image using radio waves and magnetic field and it is largly adopted in era of neurological system for analysis of brain disorders such as tumors, cancer, lesions, etc. [2]. However, there are various challenges and issues associated with the visualization of brain MRI due to noises such as thermal noise, sample noise, incorporated noise, poor contrast, lack of boundaries and etc. Such phenomenon degrades the quality of image and makes difficult to analyze, recognize tumor in the brain. Thus, medical image processing techniques is considered as a solution to mitigate the problem of noise occurred in image inorder to provide suitable diagnosis of tumor in brain [3]. The image processing techniques includes several processes such as enhancement, denoising, segmentation, localization, correction and etc. The denoising and segmentation imaging processing technique provides better analysis of brain tumor from an enhanced image. However, there is conflict between the image enhancement and denoising process because denoising is the process of mitigating noise from the image signal and enhancement is the process of improving and enhancing the quality of image by manipulating the digital image with some computational applications [4]. Furthermore, it has been noticed that there are various significant research work towards addressing segmentation problems as well as classification problems pertaining to brain MRI [5-8]. It can be seen that the existing research community is completely
absorbed in evolving up new techniques of advance applications of medical image processing that usually includes segmentation, classification, and localization. However, essential techniques e.g. image preprocessing is quite found ignored and have not witnessed a notable progress. This is also another prime reason why even the advance processing techniques are not found 100% successful. The reason is that image enhancement being the primary step is found highly ignored. Preprocessing of images is the very crucial step required to obtain accurate image visualization for proper diagnosis Medical images. The medical image consists of several artifacts and noises that create complexity in reading of medical images. There are various preprocessing techniques such as Adaptive Median Filter, Morphological Operations, Mean Filter or Average Filter, Histogram Equalization, Spatial Domain Enhancement Method, etc are used to enhance the medical image for better visibility [9-10]. There are several algorithms proposed in review of literature for achieving better readability of brain MRI images.

This paper presents a discussion of a novel and simple solution that targets to address the research gap associated with image preprocessing of brain MRI. The organization of the proposed manuscript is as following: - Section 1.1 discusses about the existing literatures where different techniques are discussed for detection schemes used in power transmission lines followed by discussion of research problems in Section 1.2 and proposed solution in 1.3. Section 2 discusses about algorithm implementation followed by discussion of result analysis in Section 3. Finally, the conclusive remarks are provided in Section 4.

This study discussed about various research attempts toward research-based techniques on brain MRI Images. The work carried out by Min and Kyu [11] have used fusion technique for Brains MRI image enhancement and clustering technique for tumor segmentation. Alex et al. [12] have applied machine learning approach with classical autoencoder in order to perform tumor segmentation task of brain MRI. Ortiz et al. [13] have constructed a featured framework that based on unsupervised techniques that contains both vector quantization and fuzzy system for brain MRI segmentation. Abbasi and Tajeri Pour [14] have considered joint approach of classification and clustering to detect the brain tumor from MRI images. Gupta and Porwal [15] have used Image enhancement Alogorithm inorder to enhance the visibility of Brain and Breast cancer medical Images. In the work of Menze et al. [16] have reported about the performance of Brain Tumor MRI Segmentation multimodel that conducted in MICCAI 2012 and in conferences 2013. Bhaskarao et al. [17] have made their effort based on Berkeley wavelet transformation with SVM classifier in order to reduce the complexity occurs in medical image segmentation operation. Dhage et al. [18] have carried watershed image segmentation approach of brain MRI analysis for differentiating normal and abnormal brain tissue. The study of Faisal et al. [19] have utilized mathematical modeling for reducing noise with improved segmentation technique for detecting tumor from 2D brain MRI images.

In [20] Jui et al. have presented a new approach based on feature extraction for achieving better accuracy in medical image segmentation. Kaur and Rani [21] have introduced a histogram technique as effective approach for enhancing contrast and brightness of medical images. Megersa and Alemu [22] have designed an automated framework based on neural network composed of preprocessing, image fusion, classification task for automatic image segmentation and tumor detection form brain MRI. In [23] the Parveen and Singh have used combined technique that composed of SVM and data clustering technique inorder to enhance the MRI images for predicting brain tumor. Pereira et al. [24] have discussed about MRI as an effective way to analyze the brain tumor and the author have presented a model based on the Convolutional neural network in order to achieve a reliable segmentation of MRI. In work of [25] Rao et al. have considered a class of statistical modeling technique to classify and detect the region of brain tumor in the MRI.

In the same way Senthilkumaran and Thimmiaraja [26] have used Histogram equalization and Sharma and Meghrjani [27] have used mathematical morphological model to enhance the medical image visibility for efficiently analyzing born tumor from MRI. The work of Sulaiman et al. [28] presented a new model based on the clustering algorithm, which objective is to remove the salt and pepper noise from the brain MRI. Xiao et al. [29] have introduced a novel method of lateral ventricular compression and deformation for tumor segmentation and detection. Zeljkovic et al. [30] have developed an intelligent framework composed of multiple tasks such as enhancement, segmentation, classification and tumor analysis from the Brain MRI. The proposed framework achieves good accuracy rate in automatic segmentation process compared to manual segmentation process. The work is done by Hamiane and Saeed [31] shows the SVM categorization of MRI Brain images for computer helped studies. Jung et al. [32] have presented a method of altering the cluster optimal before cluster processing in the obtainable K-means practice into a flexible cluster optimal through principal module study, and enhancing the possibility of data clustering. Lafta et al. [33] have demonstrated a method for diagnosing a set of diseases containing two kinds of cancer (lung as well as breast cancer), two datasets for heart attack and diabetes. The next section briefs of the problems extracted from the above approaches in analyzing brain MRI.

Integrated modelling approach for enhancing brain MRI with flexible pre-processing... (Harish S.)
The significant research problems are as follows:

1. Majority of the existing studies towards analyzing brain MRI are related to problems of segmentation and classification while very less work towards addressing enhancement issue.
2. Usage of image enhancement techniques are either very simple or very much complicated that doesn’t offer much practical insight of the real-usage in the diagnosis process.
3. Usage of existing system towards image analysis is highly iterative and there are very less simplified techniques available for brain MRI images.
4. There is also less availability of joint mechanism to deal with multiple number of problems associated with image preprocess.

Therefore, the problem statement of the proposed study can be stated as “Developing a computational model that can jointly address multiple problems associated with image enhancement exclusively related to brain MRI is challenging”. The next section outlines the proposed solution to address this problem.

The prime aim of the proposed study is to offer solutions towards some of the frequently occurring problems that act as impediment in analyzing medical images especially brain MRI. From the prior section, it has been seen that there are problems associated with homogenity of pixel information, noise inclusion, and complex implementation process that adversely affects the advance forms of analysis over the brain MRI image. Therefore, the proposed system offers three different set of solution in order to address this problem that is directly related to image enhancement. Figure 1 highlights the schematic diagram of proposed solution.

According to the proposed scheme, the prime ideology of the proposed implementation scenario is that different brain MRI images have different inclusion of requirements of preprocessing whereas only single algorithm is executed to perform image enhancement. This problem is solved by introducing three different schemes of implementation that emphasizes on addressing the homogenity problems, noise-related issues, as well as simple implementation issues. As brain MRI images are usually darker and the proportions of the dark pixels are comparatively more than MRI of other organs of human body, it is essential that there the image could be subjected to algorithms that is capable of performing pre-processing with higher degree of flexibility. By adopting the analytical research methodology, the proposed system is designed to offer three individual and discrete set of image enhancement operation in order to assist in diagnosing brain MRI image more closely. The advantages of the proposed system are as follows:

i) The proposed algorithm offers solution to multiple problems associated with image enhancement that are frequently encountered in existing research-based implementation,

ii) The proposed system is assessed using novel performance parameter that ensure proper assessment of contrast, brightness, sharpness, locality, execution performance all together.

iii) All the three sets of algorithms are meant to address different problems; however, they can also be interchangeably used if multiple such problems are present in the given input image,

iv) It saves time and offers more productivity to physician, who can perform closer study of given input of brain MRI image with wider ranges of selection of image enhancement operation. Apart from the above-mentioned advantages, the proposed system also offers optimization to simple filtering process which will infer a fact that it is feasible to perform non-recursive operation in order to obtain highly enhanced image. The next section illustrates about the algorithms being implemented.

---
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2. ALGORITHM IMPLEMENTATION

This section presents discussion of all the core algorithms that works in an integrated manner to offer a comprehensive enhancement of the brain MRI image. The ideology of this algorithm construction is that different brain MRI images will have different forms of problems which are required to be addressed in preprocessing stages itself. The proposed system discusses about three different possibilities of solutions to elevate the image enhancement process using simple process of implementation.

2.1. Solution towards homogeneity problems of brain MRI

As seen in existing system, there are various forms of approaches for stretching the cumulative gray levels of the medical images of the brain. However, not all techniques have been used for MRI form, which offers better resolution compared to other forms of radiological images of brain. Therefore, the prime aim of this solution is to offer a non-linear image enhancement process to make simple process of rectifying the artifacts irrespective of any form of images. The algorithm designed for this purpose is as shown below:

Algorithm for minimizing homogeneity problems

Input: I (Input brain MRI), a (exponent)

Output: β₁ (contrast), β₂ (sharpness)

Start
1. init I, a
2. I₁ \rightarrow I^p
3. I₁ \rightarrow f₁(255*I₁/300)
4. [α₁, α₂] \rightarrow f₂(f₁(I₁))
5. α₁ \rightarrow f₆(f₁(I₁))
6. β₁ \rightarrow f₇(f₁(I₁))
7. β₂ \rightarrow f₈(f₁(I₁))
8. a \rightarrow optimize(bₐ)
9. repeat step 5, 6, 7 for new a value

End

The homogeneity problems in brain MRI is usually caused if the contrasts as well as sharpness are not uniformly maintained. The step-wise description of the proposed algorithm is as follows: The algorithm takes the input image (I) and exponential factor (a) as the input that after processing offers two significants outcome of β₁ (Input brain MRI) and β₂ (sharpness) (Line-1). The exponential variable α is used for encoding and decoding operation in order to perform non-linearity operations (Line-2) to obtain a processed image I₁. A set of simple discrete function f₁(x) is designed for making it as unsigned integer of 8 bits (Line-3). This operation is followed by applying a specific function f₂(x) in Line-4 in order to obtain a contrast-specific information from I₁. The algorithm also computes contrast per pixels α₁ with an aid of function f₆(x) in Line-5 with an input of gray scale image. It is obtained by calculating average of matrix elements for differential image that is extracted by applying convolution operation on grayscale image using kernel matrix (Line-6). Finally, two functions β₁(x) and β₂(x) are applied to obtain the contrast and sharpness in the processed image I₁ (Line-6 and Line-7). The contrast is calculated as follows- it computes the mean of the input image than subtract the mean from main matrix of input image. The obtained difference is than squared followed by applying squareroot of summation of all the squared difference obtained in prior step. The contrast is obtained by dividing the square-root of sum to product of sizes of original images. The sharpness is obtained by applying approximated gradient to the double precision image. The square root of the summations of dual coefficients is obtained followed by dividing the sum of all the obtained square root value to number of matrix elements. This operation finally gives better sharpness to image. The next process is to perform optimization of both contrasts as well as sharpness factor. For this purpose, the exponential value a is further optimized using a new variable bₐ where bₐ represents a condition where summation of sharpness value is equal to maximum value of sharpness.

2.2. Solution towards noise-related enhancement problem

Denoising principles usually involves too many series of operation right from identification of noise types to preventing it. Hence, the proposed system contributes to offer a simple denoising principle that can perform removal of noise while balancing the image enhancement process simulataneously. Presence of significant noises e.g. multiplicative noise is quite inevitable in brain MRI images that also affect the brightness aspect of it. The present algorithm is capable of identifying the frequency domain of the illuminance as well as reflectance factor for addressing the enhancement and noise problem. The steps of the proposed algorithm are as follows:
Algorithm for Controlling Noise-related Enhancement
Input: I (input image), r (rows), c (columns), and n (filter)
Output: I₁ (enhanced image)
Start
1. init r, c, n
2. For i=1:r
3. For j=1:c
4. \[ A_{i,j} = ((i - \frac{r}{2})^2 + (j - \frac{c}{2})^2)^{0.5} \]
5. \[ H_{i,j} = \frac{1}{(1 + (\frac{10}{A_{i,j}})^{2n})} \]
6. End
7. End
8. I₁ \rightarrow g (I, n, aL, aH)
End

The algorithm takes the input image I as well as r (rows), c (columns), and n (filter). The proposed algorithm is used for enhancing the grayscale image of brain MRI with respect to its appearance. It does so by compression the illumination and improves the reflection aspect of the image. The algorithm considers computation for all the rows (Line-2) and all the columns (Line-3) to compute the empirical expression of the filter (Line-4 and Line-5). The algorithm also considers three user-defined inputs i.e. n, aL, and aH in order to further executes a function g (Line-8). The function g(x) is responsible for optimizing the performance of the noise-removal operation in order to offer an output of enhanced image I₁ (Line-8). The enhancement process is as follows: -the input gray scaled image is changed to double precision image followed by extraction of size of this image to generate r and c values that is used in Line-2 and Line-3. The empirical expression in Line-5 is executed to remove the artifacts with respect to the input arguments of r, c, and n in order to generate filtered image H.

\[ H \rightarrow (aH-aL) * H + aL \] (1)

The next process is to obtain the logarithmic version of an image followed by performing Fast Fourier Transform operation on it. After applying inverse operation, the normalized image is obtained that is basically treated as the finally enhanced image of this operation.

2.3. Solution towards simplistic in implementation strategy
It was already noticed that existing approaches have used highly iterative operation while performing image classification, which is normally the last stage. The involvements of iterative steps are quite required as it is necessary to double check the final outcome by extracting the best outcome. However, this process of iteration can be minimized if necessary, care is taken in the pre-processing step itself. Therefore, the prime agenda of this algorithm is to offer a highly progressive as well as non-iterative approach for performing image enhancement. The steps of the algorithm are as follows:

Algorithm for Progressive Enhancement
Input: I (input image)
Output: I₁ (enhanced image)
Start
1. init r
2. [coef] → ϕ (I, f(select))
3. LL → δ (coef, r)
4. I₁ → ψ (coef, f(select))
End

The algorithm takes the input of grayscaled brain MRI image that after processing gives the outcome of I₁ (enhanced image). The algorithm also takes the r value as the input (Line-1) with a selection of user-defined filtering techniques. A transformed-based technique is applied for the proposed system.
A function two-dimensional function discrete wave transforms $\phi^*$ is implemented considering the input argument of input image and a function to select the transformation technique (Line-2). The outcome for this process is generation of 4 different coefficients e.g. LL (Low-Low), LH (Low-high), HL (High Low), HH (High High). Hence, coeff= (LL, LH, HL, HH). The next part of the algorithm is to offer further enhancement by targeting LL coefficient followed by applying inverse function on it. The function $\delta(x)$ is meant for this purpose (Line-3). Finally, for all the values of $r$, the algorithm applies $\phi(x)$ as the optimized parameter to enhance it further. In order to perform optimization, following steps are conducted: perform normalization of image followed by grayscale thresholding to obtain highly enhanced image $I_1$ (Line-4). Therefore, the algorithm is highly progressive and the enhancement offered is highly superior without inclusion of any computationally burdening task. The next section discusses the outcomes obtained.

3. RESULTS ANALYSIS

The analysis of the proposed system is carried out considering all the three algorithms i.e. Algorithm-1 (Algorithm for minimizing homogenity problems), Algorithm-2 (Algorithm for Controlling Noise-related Enhancement), and Algorithm-3 (Algorithm for Progressive Enhancement). The complete assessment was carried out both visually and graphically using standard brain MRI image dataset [34]

3.1. Visual outcomes

The visual outcomes Table 1 highlights that each algorithm offers different forms of visuality to the enhanced image. For similar set of given inputs, the outputs significant differs that seems to be highly specific to specific algorithms. However, each visual outcome is good enough for performing diagnostic and hence offer better flexibility in investigating the input of brain MRI. All the significant parameters e.g. contrast, brightness, and sharpness has been significantly improved for each outcomes of each algorithm.

| Table 1. Visual outcomes of proposed system |
|---------------------------------------------|---------------------------------------------|---------------------------------------------|---------------------------------------------|
| Algorithm-1                                 | Algorithm-2                                 | Algorithm-3                                 |
| Input Image                                 | Enhanced Image                              | Input Image                                 | Enhanced Image                              | Input Image                                 | Enhanced Image                              |
| ![Input Image](image1)                      | ![Enhanced Image](image2)                   | ![Input Image](image3)                      | ![Enhanced Image](image4)                   | ![Input Image](image5)                      | ![Enhanced Image](image6)                   |

3.2. Graphical outcomes

The assessment of numerical outcomes was carried out considering non-conventional enhancement process e.g. Global contrast factor, contrast per pixel, contrast, and sharpness. This parameter is considered as a direct representation of perception of an image by the human with respect to contrast. Using different levels of resolution, this parameter is used for calculating overall value of the contrast. The numerical outcome shows that algorithm-3 offers better Global Contrast factor in comparison to other two algorithms as shown in Figure 2. A closer look will show that algorithm-1 and algorithm-2 offers nearly similar performance. The actual inference to this graphical outcome will mean that the resultant image obtained by algorithm-3 is having perceptible contrast that can be practically sensed by any human, which is good from application viewpoint.

The next performance parameter considered for assessment is contrast per pixel that is calculated by mean difference of any point of a given pixel with its neighboring pixel refer Figure 3. In this case, the
outcome shows that contrast value offered by Algorithm-1 is more as compared to algorithm-2 and algorithm-3. However, the increased value of contrast will only mean human imperceptible image by exhibiting the image to be near to whitish. It will also mean that lowered value of contrast per pixel will mean a darker pixel, which is also human imperceptible. Hence, algorithm-1 is good for darker image while algorithm-2 is good for image with abnormally increased contrast ranges. However, algorithm-3 is found to offer a good balance between the higher and lower intensity and thereby it offers cumulatively good global contrast factor as seen in Figure 2.

Figure 4 highlights the comparative analysis of all the three algorithms with respect to contrast with an agenda to see better capability to attain increased contrast value. The outcome shows that only algorithm-1 and algorithm-3 offers such capabilityto offers contrast within better tolerable limits of human perception. However, there is a discreet meaning for both of them as algorithm-1 is all about non-linear mechanism to control contrast while algorithm-3 includes various transformed-based steps followed by enhancing the pixels in LL region along with optimization. Hence, tendency to obtain better image is always good for algorithm-3 as compared to algorithm-1. On the other hand, algorithm-2 doesn’t offer much flexibility in the calculation of H that results in less capability to perform increase in contrast.

Figure 5 shows the comparative analysis of all the images with respect to sharpness aspect. Although, sharpness is necessary for better image enhancement but higher degree of sharpness results in pixelated image in the outcome. This fact can be visible in graphical trend where algorithm-1 is found to show the highest sharpness while algorithm-3 is found to show slightly less sharp. Algorithm-3 cannot be considered to offer much higher sharpness.

4. CONCLUSION

The contributions of the proposed systems are: i) it offers three set of flexible image enhancement algorithm with optimized performance, ii) it is capable of balancing multiple aspects while performing image enhancement, iii) it is computationally faster for brain MRI images. It was found that for 10 MRI brain images, algorithm-1 took approximately 0.7665 sec, algorithm 2 took approximately 0.9283 sec, while algorithm-3 consumed approximately 0.4271 sec. Each algorithm has its own capability to perform image enhancement which completely depends upon the input image of brain MRI. Our future work will be in the direction of further continuing investigation on it to apply on disease identification problems.
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