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ABSTRACT

In order to improve resolution and direction of arrival (DOA) estimation of two closely spaced sources, in context of array processing, a new algorithm is presented. However, the proposed algorithm combines both spatial sampling technic to widen the resolution and a high resolution method which is the Multiple Signal Classification (MUSIC) to estimate the DOA of two closely spaced sources impinging on the far-field of Uniform Linear Array (ULA). Simulations examples are discussed to demonstrate the performance and the effectiveness of the proposed approach (referred as Spatial sampling MUSIC SS-MUSIC) compared to the classical MUSIC method when it’s used alone in this context.
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1. INTRODUCTION

When two sources are in the ambiguity range (very closed in space), the radar detects them like one target. The spatial resolution limits for two closely spaced sources in the context of array processing still an active research [1], [2]. In fact, there has been a tremendous involvement in the investigation of how many source (target) can be detected. Most of them, [2, 3, 4], exploit high resolution methods like Multiple Signal Classification (MUSIC) or Estimation of Signal Parameter via Rotational Invariance Technique (ESPRIT), and detect sources using eigenvalues obtained from covariance of samples. However, first a predetermination of model order is imperative for these techniques to know the number of uncorrelated sources. This estimation is based on information theoretic criteria like AIC (AKAIKE) and Rissanen’s minimum description length criterion (MDL) algorithms to estimate the number of source [1], [5], [6]. In other hand, the performance of these techniques, when DOA’s become closer, stays very poor for low SNR, short sample size and presence of impulsive white noise. To reduce this hurtful effect and improve the robustness of the covariance estimator, many authors proposed estimators combining high resolution, statistic techniques and time signal processing for different geometry design [3], [5], [7], [8].

In this work, we propose an improved algorithm which combines spatial sampling and high resolution method (MUSIC) to estimate closely spaced number of source and their direction of arrivals (DOA). The spatial sampling consist to curve up the array network of antenna, into L subarrays; in each subarray, it’s applied MUSIC algorithm to estimate the number of closely spaced source and their Directions of Arrival (DOA). Numerical simulations are given to assess the performance of the technique.

The paper is organised as follows. The data, array model and MUSIC method description are introduced in section 2, followed by spatial sampling model description in section 3. The proposed algorithm described in section 4. Simulation results are given in section 5, before discussion and conclusion in section 6.
2. SYSTEM MODELS

Let assume a ULA composed of M sensors, with equip-spacing d=\lambda/2 as shown in fig.1; where \lambda is the wavelength of the source signal. Consider a K narrowband far-field uncorrelated source impinging on the array with (M > K), such that sources have a direction of arrival (DOA) \theta_k, with k=1... K. The received snapshots at this array, at instance t are given by [2], [9], [10]:

\[
y(t) = As(t) + n(t)
\]

The matrices and vectors in Equation (1) have the following forms:

\[
y(t) = \begin{bmatrix} y_1(t) & ... & y_M(t) \end{bmatrix}^T
\]

\[
S(t) = \begin{bmatrix} S_1(t) & ... & S_M(t) \end{bmatrix}^T
\]

\[
n(t) = \begin{bmatrix} n_1(t) & ... & n_M(t) \end{bmatrix}^T
\]

\[
A = \begin{bmatrix} a_1 & ... & a_K \end{bmatrix}^T
\]

\[
a_k = \begin{bmatrix} 1 & a_k^2 & ... & a_k^{(M-1)} \end{bmatrix}^T
\]

\[
a_k = e^{-j2\pi(d/\lambda) \sin \theta_k}
\]

Superscript (.)^T presents the transpose operation.

Where \( y_k(t) \) denotes the output of k\textsuperscript{th} sensors, and \( n_k(t) \) is a stationary model, temporally white, zero-mean Gaussian random process independent of the source signals.

\[
E\{n(t)n^H(t)\} = \sigma^2 I
\]

Where the superscript (.)^H stands for the conjugate transposition, \( \sigma^2 \) is variance and I indicate the identity matrix.

A is steering matrix, it’s (M x K) complex matrix, it’s assumed to be full rank.

The covariance of receiving data is

\[
R_{yy} = E\{Y.Y^H\} = AR_A + \sigma^2 I
\]

![Figure 1. Localization of two closely spaced sources using ULA](image-url)
Where

\[ R_s = E\{S(t)S^H(t)\} \]

Furthermore, the covariance matrix is estimated by [1-3, 9-12]:

\[ R_{yy} = \frac{1}{N} YY^H \] (10)

where \( N \) is the number of snapshots, and \( R_{yy} \) is a Hermitian positive definite matrix, so its eigenvalues are real and positive, it can be decomposed [2, 13, 14]:

\[ R_{yy} = U \Lambda U^H \] (11)

\( U \) and \( \Lambda \) denotes eigenvectors matrix and diagonal eigenvalue matrix, respectively. \( \Lambda \) contains on its diagonal eigenvalues of signal space and noise space. The eigen-decomposition (EVD) of \( R_{yy} \) [2, 4]:

\[ R_{yy} = E_s \Lambda E_s^H + E_n \Lambda E_n^H \] (12)

\( E_s \) and \( E_n \) are orthogonal [2, 11], and are the eigenvectors matrix that spans the signal and noise subspaces of \( R_{yy} \), respectively. The eigenvalues are given as follows

\[ \rho_1 \geq \rho_2 \geq \ldots \geq \rho_k \geq \rho_{k+1} = \rho_M = \sigma^2 \]

where the first \( K \) eigenvalues belong to the source signal, and the last \( (k-M) \) to the noise. MUSIC plots the pseudo-spectrum:

\[ V_{\text{MUSIC}} = \frac{1}{a^H(\theta)E_n E_n^H a(\theta)} \] (13)

Note, the estimated signal directions are the \( K \) largest peaks in the pseudo-spectrum [2, 5, 10].

3. THE SPATIAL SUBSAMPLING

In order to determine the DOA of impinging source on array antenna, spatial subsampling consists to divide the whole network array antenna into \( L \) subarrays as shown in Figure.2, and use just a one subarray at each sample time [4].

![Figure 2. A ULA antenna is divided into \( L=2 \) sub array, each sub array contain \( M/L \) sensors](image)

Let Consider \( L=2 \), in this case we use two sub networks. The signal will be received on sub network 0, first, then on second sub network 1.

The receiving signal is:

\[ Y = A(\theta)S + N_0 \] (14)
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In case of using sub network 0

\[
Y_0 = \begin{bmatrix}
y_1(0) & \cdots & y_1(T) \\
y_{L+1}(0) & \cdots & y_{L+1}(T) \\
\vdots & & \vdots \\
y_{(N_L-1)L+1}(0) & \cdots & y_{(N_L-1)L+1}(T)
\end{bmatrix}
\] (15)

with \( T \) is snapshot number, and \( N_L = M/L \)

In this case:

\[
A_0(\theta) = \begin{bmatrix}
1 & \cdots & 1 \\
e^{j\pi \sin \theta_1} & \cdots & e^{j\pi \sin \theta_q} \\
e^{j\pi (L+1) \sin \theta_1} & \cdots & e^{j\pi (L+1) \sin \theta_q} \\
\vdots & & \vdots \\
e^{j\pi (N_L-1)(L+1) \sin \theta_1} & \cdots & e^{j\pi (N_L-1)(L+1) \sin \theta_q}
\end{bmatrix}
\] (16)

The same for the output for sub network sign 1

\[
Y_1 = \begin{bmatrix}
y_2(0) & \cdots & y_2(T) \\
y_{L+2}(0) & \cdots & y_{L+2}(T) \\
\vdots & & \vdots \\
y_{(N_L-1)L+2}(0) & \cdots & y_{(N_L-1)L+2}(T)
\end{bmatrix}
\] (17)

\[
A_1(\theta) = \begin{bmatrix}
1 & \cdots & 1 \\
e^{j\pi \sin \theta_1} & \cdots & e^{j\pi \sin \theta_q} \\
e^{j\pi (L+2) \sin \theta_1} & \cdots & e^{j\pi (L+2) \sin \theta_q} \\
\vdots & & \vdots \\
e^{j\pi (N_L-1)(L+2) \sin \theta_1} & \cdots & e^{j\pi (N_L-1)(L+2) \sin \theta_q}
\end{bmatrix}
\] (18)

Let note, that spatial subsampling, improve angular resolution because of the increasing of the imaginary part in elements matrix output in Equations (16) and (18). If we assume two closely spaced source where their DOA are \( \theta_1 \) and \( \theta_2 \) such as :

\[
\theta_1 = \theta_2 + \delta \theta \quad \text{with} \quad \delta \theta < 1 \text{ radian}
\]

4. **THE PROPOSED ALGORITHM:**

Many authors in the literatures have tried to reproduce pseudo-spectrum in Equation (13) in order to improve the resolution algorithm MUSIC [10], [14], [15]. However, most of the proposed solutions require an exhaustive calculation and searching which is wasteful and inefficient when it comes to the real time implementation. In this section, we propose a new algorithm which improves the resolution with less
computational cost. This algorithm combines a high resolution method MUSIC and spatial subsampling; we summarize the operational process in following steps:

- **Step 1:** Apply first rough estimation using MDL algorithm, in order to detect first DOA sources.
- **Step 2:** Determine an interval around each angle detected where it should be another close source, the interval can be the wide of main lobe of radiation pattern of antenna network.
- **Step 3:** apply a spatial subsampling (interleaving method) which lead to L subarrays.
- **Step 4:** Applying MUSIC algorithm on each subarray and searching for the largest peaks in order to detect the DOA.
- **Step 5:** On each interval we choose subarray given a maximum of sources, and then we calculate the mean of angles to obtain final angle sources.
- **Step 6:** computing the final DOA, after sorting and calculate the average from each interval and selected subarray presenting the maximum peaks.

### 5. RESULTS OF SIMULATION

In this section, some numerical results are presented to analyze and compare the estimation of behavior of the new proposed algorithm. A Uniform Linear Array (ULA) with 12 inter sensor spacing of half-length wavelength is employed. Assume that there are two closely spaced uncorrelated narrowband signal sources with the same wavelength $\lambda$. Simulation result were obtained based on 100 snapshot and 100 Monte Carlo simulation runs. The method proposed in this paper is denoted SS-MUSIC (spatial sampling MUSIC).

Figure 3 shows an array of 12 sensors and three sub networks ($L=3$) with an SNR=7dB. The figure illustrates the detection right rate versus the angle difference of our proposed algorithm and the standard MUSIC alone. We can see that for low angular separation $\delta\theta$ standard MUSIC cannot detect the both sources, while the proposed algorithm detects low degree angular separation. In this scenario, Standard MUSIC detects an angular separation of $2.5^\circ$, when our method SS-MUSIC (combining MUSIC and spatial sampling) detects the angular separation at $0.5^\circ$. Thus, the proposed approach can improve the angular resolution.

In Figure 4 we plot detection probability rate versus SNR for $\delta\theta = 2^\circ$. We can see a considerable improvement of detection probability for low SNR when our algorithm is used compared with MUSIC standard. For example, at SNR=10, the probability detection for MUSIC standard is less than 10%, on the other side, it’s more than 65% when we use SS-MUSIC.

In figure 5, we illustrate the mean square error (MSE) for directions of arrivals when $\delta\theta = 6^\circ$. it indicates that SS-MUSIC follows the same principle as MUSIC. Meanwhile, it indicates that the estimation angle is better for weak SNR, in the other hand, for higher SNR the new method doesn’t give any better improvement.

![Figure 3. Angular resolution versus detection rate](image1)

![Figure 4. SNR versus detection rate](image2)
6. CONCLUSION

Estimation closed space source number problem can be met in many fields as radar, sonar and communication. In this paper, a new technique combining MUSIC and spatial sampling approach is being demonstrated with simulated cases to outperform the conventional MUSIC method in separating closely spaced sources. We compared our new technique to standard MUSIC. Under the assumption of number of sensors must be larger than the number of sources, the proposed algorithm improves the detection of two closely spaced sources at low SNR and improves the resolution with less computational cost, that’s why; it fits with real time implementation. However, the SS-MUSIC improves the resolution but it doesn’t improve the estimation accuracy.
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