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 Wireless multimedia sensor networks (WMSNs) are special kinds of 

wireless sensor networks (WSN) that can send multimedia data such as 

audio and video streams. Sensors used in WMSNs are smart, tiny, and 

resource constraint sensor nodes (SNs) distributed in a large area. Typically, 

multimedia data are large in comparison to other data types. As a result, 

WMSNs have to deal with high volumes of packet transmission, leading to a 

high rate of packet loss and network congestion. Network congestion can 

significantly affect the quality of service and usually lead to high energy 

consumption. Thus, to improve the quality of service (QoS) and 

transmission performance, it is necessary to deal with network congestion. In 

the past, different packet prioritizing methods were proposed to deal with 

this issue. However, improving QoS usually requires high energy to function 

correctly. Consequently, using rechargeable sensor nodes to reduce energy 

consumption is an acute solution. In this research, priority-based data 

collection is considered to cut down on data distortion and improve the QoS 

of the multimedia sensor network. Additionally, energy harvesting sensor 

nodes were used to reduce energy consumption due to the high transmission 

rate. The simulation result shows a noticeable improvement in the 

performance of our proposed method in comparison to previous methods. 
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1. INTRODUCTION  

A wireless sensor network (WSN) can be seen as a group of interconnected devices, also known as 

sensors or sensor nodes (SNs). Each node can sense characteristics of the surrounding environment, such as 

heat, light and sound; and react accordingly. With the improvement of WSN in the past years, wireless 

communication has become more applicable and affordable. SN, such as multimedia cameras and sound 

devices, can be easily implemented for WSN projects and simulation purposes. These nodes, also known as 

wireless multimedia sensor networks (WMSNs), utilize the wireless medium to interact. WMSN exchange 

multimedia data, which in this case varies from images and audio-based information with other nodes in  

real-time or non-real-time. WMSNs show significant effectiveness in surveillance and monitoring systems 

such as traffic monitoring, intrusion detection, industrial automated systems, and more. The potentials of 

about:blank
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WMSNs are not yet fully discovered, and thus further research is required to implement and use WMSNs 

more effectively [1]–[3]. 

Power consumption plays a significant role in WSNs. Batteries can be seen as a common power 

source in these networks despite disadvantages such as the high cost of replacing them and their physical 

nature limitations [4], [5]. As a result, researchers start investigating further to find alternative energy sources 

and mechanisms to make energy consumption more efficient. Some research papers suggest harvesting 

energy from within the environment while others propose transferring energy wirelessly between sensor 

nodes within the network. While these suggestions can benefit a certain level, it can be challenging to find a 

good enough power source that replaces the battery without affecting the network’s reliability and 

performance. It is important to note that multimedia sensor networks are designed for specific applications 

that require sensor nodes to operate independently over a long time. 

This research focuses on the transmission of multimedia data, which is typically large, and thus 

management of power consumption becomes more important to ensure efficiency and reliability. Although 

rechargeable sensors are available and can be used, it can create reliability issues when used in this kind of 

networks as these sensors might discharge and turn off, leading to losing stability within the network. 

Another area that must be addressed in multimedia data transmission is the quality of data itself when 

transmitted to the network’s central device. Unlike regular data types, multimedia data, which can be called 

packets, has certain features that must be preserved throughout the transmission process. These packets 

produced by the multimedia sensors might need to be prioritized differently. Some packets can have higher 

priority than the others and thus might require being sent before the other packets with less priority. 

Prioritizing multimedia packets can affect the quality of the file received by the central device of the network. 

Multimedia sensors are known to have limited buffer sizes. Since the multimedia data are typically large, as 

mentioned before, the sensor buffer might overflow early before all data arrive at the destination. As a result, 

multimedia data with a high priority will end up being discarded. This is another issue that will be addressed 

in this research. The goal is to implement an efficient mechanism in terms of power consumption and enable 

multimedia data to be transmitted without overflowing the wireless sensor’s buffer, which ultimately means 

preserving the quality of multimedia files without consuming too much power.  

Quality of service (QoS) is a serious challenge in WMSNs. Typically, to guarantee QoS, a large 

volume of data must be transmitted between the sensors and sink, which may not be possible due to 

bandwidth limitations. Researchers had to experiment with different techniques to reduce the size of 

multimedia data. One technique is redundancy reduction, which reduces data size through local hardware 

data analysis [6], [7]. However, since this technique relies heavily on processing power to analyze and extract 

essential images from the data, additional hardware resources are required to perform this technique. Another 

solution is to use data compositing where the sink creates a summarization of data by collecting 

heterogeneous data from different sensors [6]–[8]. The method helps reducing data redundancy, which 

ultimately reduces the size of the data stream. Again, this method requires additional hardware resources to 

process and analyze the large volume of data. To address the hardware resources limitation, distributed 

source coding (DSC) is used. DSC encodes multimedia data on each node individually, which can also help 

reducing energy consumption [9]–[12]. Formerly, the sink is the central device for processing the data it 

collects from the nodes. However, due to rapid development in wireless networks, sensors can now include a 

dedicated processor and memory that allows data processing and storage without relying on the sink 

hardware [13], [14]. Additionally, to address bandwidth limitation in WMSNs, sensors can utilize various 

communication channels simultaneously at the media access control (MAC) layer level [15], [16]. 

Furthermore, radio equipment that features extreme bandwidth, such as ultra-wideband (UWB), can also be 

used to achieve QoS [17], [18]. 

One of the common video routing protocols is the adaptive shaper with real-time video streaming 

routing protocol (ARTVP) which incorporates two elements to route video streams; data traffic control 

mechanism and time-sensitive data transmission [19]. However, since the video file size is relatively huge, 

the author used H.264 codec to reduce data size. Furthermore, ARTVP uses a traffic shaper algorithm; also 

known as Token bucket; to control the traffic rate sent to the network. Token bucket goes through a sequence 

of steps, as explained: i) variable bit rate (VBR) packets are received in first-in-first-out (FIFO) order then 

stored in input buffer; ii) when the bucket has enough number of tokens to form one packet, the packet will 

be sent to the network. Additionally, consumed tokens will be discarded from the bucket; and  

iii) as soon as the input buffer is filled up with packets, excessive packets will be automatically discarded. 

Similarly, new arrival tokens will be discarded when the bucket becomes full.  

The author outlines a problem with controlling the traffic rate during peak usage, leading to packet 

dropping when the output rate exceeds the channel bandwidth. This can be seen as the main drawback when 

implementing a token bucket algorithm. Furthermore, he suggests using a multipath routing protocol to send 

the multimedia data. The data can be divided into three categories; “I”, “P”, and “B” based on the packets’ 
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priority. Sensor nodes are used in this case to determine three optimal paths for each category. The path 

determination process is analyzed by counting the number of hops required for the packet to reach the final 

destination. Therefore, the optimal path will be used to send packets found in category “I”. The second optimal 

path will be used to send packets in category “P”. Finally, the third optimal path will be used to send packets in 

category “B” [19]. 

Improved relay traffic-based transmission power control (RT-TPC) is an algorithm and its primary 

function is monitoring and controlling the transmission power generated during the routing process. This can 

improve the stability of the network through efficient power distribution. During the monitoring stage, the 

improved version of RT-TPC checks the pattern of how the power is generated in the network. Likewise, the 

pattern on each node is sent to the preview nodes until the sink is reached. In addition to the power 

generation pattern, the nodes also share the information received from previews neighbors. Ultimately, the 

sink will collect the power generation pattern and data from all nodes in the network. The information can 

then be used to determine the charge-receive-send cycles’ duration and be shared across all nodes. Then, each 

node can decide the best time to switch between the three modes: sleep, send, and receive, based on their 

cycle duration. According to the author, this process enables a node to change transmission power based on 

the queue’s length. For example, when the queue is small, more power is transferred to the farther nodes, 

increasing the delivery rate. In summary, the improved version of RT-TPC depends heavily on the power 

generation patter to determine the next node during data transmission. The result shows significant decreases 

in packet drop rate when compared to the generic RT-TPC [20]. 

The two-phase geographic greedy forwarding plus (TPGFPlus), which is a revised version of the 

two-phase geographic greedy forwarding (TPGF), is a multi-path routing algorithm that balance energy 

consumption packet progress by adopting a model of energy recharging [21]. In this algorithm, each node 

collects its own information and information about its 1-hop and 2-hop nearby nodes. The information these 

nodes collect can be current energy levels, residual energy, energy harvested rate, and location. The authors 

confirm that the information gathered from this process is not stored as an overhead on top of this algorithm. 

Instead, the information is gathered on obligatory basis during energy consumed uniformly-connected  

k-neighborhood (EC-CKN) stage. The authors proposed and algorithm which consists of two phases. The 

first phase is 2-hop geographic forwarding. Unlike the traditional TPGF where nodes always forward packets 

to the next hop neighbor, the authors expand the forwarding process using TPGFPlus which uses two 

courses: greedy forwarding and step back and mark. However, a possible issue can occur with this method is 

that at some point, the discovery process might reach a dead end known as block situation. To solve this 

issue, the node will initiate a step back and mark process in which the block node steps back to the previous 

node which will attempt to select a different next hope node. The second phase of the proposed algorithm is 

path optimization which performs Label based optimization to eliminate path circles problem. Path circles 

occurs when at least two nodes are selected as neighbor of another node in the same path. Next, a command 

is sent to all unused nodes across the path which is used to release these nodes. The released nodes can later 

be used by other nodes to explore new routes. The final stage is transmitting multimedia data across the 

successfully assigned path. 

Routing protocol for k-anycast communication (RPKAC) is a protocol that is based on the anycast 

tree scheme [22]. It works by utilizing multi-sinks distributed across the network. According to the authors, 

the multi-sinks method can improve network reliability, load-balancing, and security. In WSNs with a single 

sink, the energy consumption for the nodes surrounding the sink is significantly high, which may affect 

network reliability. Rechargeable sensors are used to replace traditional sensors to retain power for a longer 

time to reduce the load on these nodes. 

Additionally, multiple sinks are utilized across the network to reduce the energy consumption of the 

nodes. At first, network topology must be created. To do this, each sink sends a control type message to sink 

neighbors via multi-cast transmission. Similarly, nodes send control messages to all nodes exchanging 

information about their neighbors. However, sensors usually face two challenges before delivering data: 

choosing the next-hop node from neighbors and selecting the right sink to deliver packets. In this method, 

choosing the next-hop node is based on specific criteria such as the amount of charge, distance, and energy 

load. When it comes to selecting the sink, the closest one is always chosen in order to reduce delay and 

network load. Utilizing multi-sink networks has shown significant improvement in terms of reliability and 

security despite the similarity in nature to the single sink one [22]. 

 

 

2. RESEARCH METHOD 

2.1.  System model 

In this section, the network model is explained in detail. Essentially, node deployment is considered 

one of the challenging processes in WSNs as it can affect sensing coverage and, ultimately, the quality of the 

network. Deploying nodes based on a good plan can significantly improve sensing coverage and reduce the 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 12, No. 4, August 2022: 3595-3606 

3598 

total number of sensors required in the network. In reality, however, a well-planned deployment is not always 

achievable. In many scenarios, such as in the forests or on a battlefield, sensor nodes usually distributed 

randomly over the area [23]–[25]. 

The model comprises of N sensor nodes which randomly deployed within the network. However, 

once deployed, the location of these nodes and the base station will not change. Table 1 shows the node 

parameters used in the model and their indication. Each sensor node has a unique identifier (Idi) and 

equipped with a multimedia recorder. Additionally, all sensors are homogeneous in nature. The amount of 

residual energy that each node has is presented in ci percent. The base station can be located anywhere on the 

network. Furthermore, each sensor is equipped with a storage memory called an input buffer. This buffer 

requires more storage than other networks due to the nature of multimedia data which typically large in size. 

The amount of space left in the buffer is indicated by bi. It worth mentioning that this model does not require 

each node to be aware of its geographical location within the network. However, it is important that each 

node can locate the neighbor nodes. 

 

 

Table 1. Node parameters 
Node Parameter Indication 

Idi Node identification 
li Node level 
ci The amount of residual energy of each node is in percentage. 
bi The amount of free space in the input buffer of each node is in percentage. 

Chi Group of node Children 
Pi Node parent’s group 
npi Number of parents for each node 
nci Number of Children for each node 

 

 

2.2.  Energy consumption and harvest 

The model presented in this paper assumes that each sensor is energy-constrained but rechargeable. 

Each node can harvest energy from the local environment (e.g., using solar power) to recharge the battery. It 

is good to note that each sensor needs the energy to perform tasks like receiving, processing, sensing data 

within the environment, and sending the data, which is the most energy-demanding task. 

 

2.3.  Building network infrastructure 

The network infrastructure is built when the sink broadcast a control message (ConstructionMsg) to 

all nodes. Typically, this message includes the sink ID and level {ID sink, 0}. Each node receives this 

message will compare its level value with the level value received from the message. If larger, the node will 

update that value and mark the sink as the parent. Similarly, the sink will mark all these nodes as children set. 

Furthermore, each node receives ConstructionMsg will read the level of the sender. If the level is less than 

the level of the receiver (i.e., Lsender<Lreceiver), it will perform the following: i) the receiver will save the ID of 

the sender’s node within the parent set, ii) number of parents is increased by one, iii) received value is 

increased by one. This value is set for the receiving node, and iv) send AckMsg to the sender. The contents of 

the message are {Id_i, idsender, 1} where the value of 1 means receiver has marked the sender as the parent. 

Also, any other node receives AckMsg message it will store the sender ID within its children set. As 

explained in algorithm 1. In similar manner all other nodes within the network will broadcast the 

ConstructionMsg messages they receive to all neighbors until the level of all nodes is determined and the 

children and parents are identified for each node. Figure 1 shows format of messages exchanged during 

network building process. 

 

Algorithm 1. Network construction mechanism  
1 
2 

3 

4 
5 

6 

7 
8 

9 

10 
11 

12 

In node u;   
Upon receiving a ConstructionMsg{ v, lv } from node v:  

if lu>lv 

   lu=lv+1; 
   npu=npu+1; 

   insert v into Pu; 

   send AckMsg{u, v, 1} to v; 
   broadcast ConstructionMsg{u, lu };  

End if 

Upon receiving a AckMsg{v, u, 1} from node v:  
ncu=ncu+1; 

insert v into Chu; 
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Figure 1. Format of the messages 

 

 

2.4.  Packet forwarding mechanism 

Typically, packages containing multimedia data varies in term of priority and the type of 

information they carry. In packet forwarding mechanism, H.264 encoding is used in which frames can be 

categorized into type “I”, “P”, or “B” depending on their importance. So, frames type “I” are more important 

than frames type “P” because “I” frames holds most of the essential information hence why it has less 

compression and usually larger in size than the other frame categories. Furthermore, the pictures can be 

meaningless if “I” frames are not presented. Similarly, frames type “P” are more important than frames type 

“B” and it is encoded depending on “I” frames. 

Each node categorizes the frames as they enter its input buffer. Then it decides the best time to send 

that frame according to the type, the route that it came from and the route it needs to be forwarded to. The 

goal is to forward the frames with high priority to the sink before anything else. It is worth mentioning that 

each node may have more than one parent. The control messages are used by the node to know the status of 

parent. The status usually includes the battery and buffer status. Using the content of these messages, each 

node obtains the value of S for all of its parents. 

The equation (1) is used for node (X) to calculate the S value for all its parents: 

 

𝑆𝑖 = 𝛼 ∗ 𝑐𝑖 + 𝛽 ∗ 𝑏𝑖         (1 ≤ 𝑖 ≤ 𝑛𝑝𝑥) (1) 

 

where, Ci is Node battery charge and Bi is the amount of free space in the node buffer. 

 

0 ≤ 𝑆𝑖 ≤ 1 (2) 

 

2.5.  Next hop selection 

At the beginning of this stage, all nodes calculate the value of (S) for its parent set. Next, this value 

will be used to calculate the probability quantity (Q) for the parent. Based on this value, next node is 

determined for each packet. 

 

𝑄𝑖 =
𝑆𝑖

∑ 𝑆𝑘

𝑛𝑝𝑗
𝑘=1

 (3) 

 

Then a random value between zero and one is generated by each node. The generated value is related to that 

node’s parent, which is also selected as the next node. So, for each node, it uses almost all the parents as the 

next node to send data in a balanced quantity. However, it must be noted that the size of the multimedia data 

is relatively large. Thus, this mechanism alone might not be adequate for improving the service quality. 

 

2.6.  Parent status updating 

Parent status is usually depending on the value of (S). This value is directly related to the battery 

charge and the free space in the buffer. Usually, the status of the node is continuously changing during data 

transmission. Therefore, each node must inform its children when the status is changed by sending a control 

message (reconfig) regularly. Similarly, if the battery charge or the free space in the buffer exceeds the 

threshold, this message will be sent to the children. 
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2.7.  Discard packets by priority 

Due to the relatively large size of multimedia data that leads to a buffer overflow in the nodes, it 

might be necessary to discard specific packets to free space. In this method, each node can decide when to 

send or receive data. The method is explained. 

 

2.7.1. Receiving 

Consider a node, which its input buffer is full, is about to receive a packet. The first step is to 

examine the type of that packet. If it is “B” type, the packet will instantly be deleted. If it is “P” type, the first 

“B” type packet located at the end of the input queue is discarded then the “P” type packet is inserted into the 

buffer normally. Similarly, if the packet is “I” type, same procedure is followed as “P” type packet however 

if no “B” type packet exists in the input queue, the first “P” type packet will be discarded instead. The 

receiving process is explained in Figure 2. 

 

 

 
 

Figure 2. Flow chart showing the mechanism of receiving packets 

 

 

2.7.2. Sending 

In this case, three threshold values are considered for changing the node. First, the sending node 

determine the amount of charge. Then, a decision is made upon obtaining these values. Threshold values and 

node decision is shown in Table 2. 

 

 

Table 2. Variety of decision conditions when sending each package 
Threshold values The sensor’s decision to send the package 

𝐶𝑖 ≥ 30% Sends all frames. 
20% ≤ 𝐶𝑖 < 30% Deletes type B frames and sends the P and I. 
5% ≤ 𝐶𝑖 < 20% Removes frames B and P and only sends I. 

𝐶𝑖 < 5% It does not send any frames 

 

 

During data transmission, some nodes may experience packet discarding more than the other nodes. 

To prevent this from happening, each node records the IDs of the deleted packets. Then the node with the 

most deleted data will stop discarding packets to prevent further loss of information. The final step is, as 

mentioned earlier, sending a control message to all children whenever the battery charge or the size of the 

free space in the buffer exceeds the threshold. These messages help to increase the charging effect, as 

explained in relation 1. 
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The values of coefficients in relation 1 is tested under different conditions, and the result is shown in 

Table 3. Each node uses these values when calculating S for their parents. This behavior aims to reduce the 

load of nodes whose energy is depleted and cannot be charged due to high load; in other words, their energy 

consumption rate is higher than their charging rate. In fact, using these different coefficients in different 

conditions makes the routes more flexible. Flexibility means that the existing path from each node to the sink 

will change at any time according to the situation and will attempt to choose a path with the least amount of 

packet loss. In other words, it is more likely to choose routes where low-priority packets are less likely to be 

discarded. The packet sending process is explained in Figure 3 where different decisions are made based on 

the value of threshold. 

 

 

Table 3. Different values of α and β coefficients 
𝑪𝒊 𝜶 𝜷 

𝐶𝑖 ≥ 30% 𝛼 = 0.5 𝛽 = 0.5 

20% ≤ 𝐶𝑖 < 30% 𝛼 = 0.6 𝛽 = 0.4 

5% ≤ 𝐶𝑖 < 20% 𝛼 = 0.7 𝛽 = 0.3 

𝐶𝑖 < 5% 𝛼 = 0.75 𝛽 = 0.25 

 

 

 
 

Figure 3. Flow chart showing the mechanism of sending packets 

 

 

3. RESULT 

3.1.  Experiment setup 

To simulate our proposed algorithm MATLAB is used. The experimental network involves  

150-300 nodes, and one sink all were randomly deployed across 500*500 m square field. The reason why 

random distribution is used in this experiment is explained in Section 3.1 which is to simulate real-life 

scenarios were proper node distribution is not achievable. The maximum communication range of each node 

is set to be 50 m. The energy device of each node is set to be rechargeable, were initial energy is 50 j. The 

size of each packet is 250 bytes, while the configuration message is 50 bytes. Typically speaking, packet size 

and priority are not correlated. The result section below is obtained by capturing the average of 20 different 

runs with random seeds and node deployment for each run. It is good to note that no significant changes on 

the results were observed between the 7th and 20th run. Which is why it was decided to stop after 20 runs. 

 

3.2.  Evaluation criteria 

 Packet dropping rate: Refers to the rate of packets that were lost for various reasons on the way to the 

sink. 

 End-to-End delay: The average time needed for packets to reach the sink after being produced. 
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 Service quality: The quality of multimedia data received by the sink where the quality is measured 

using Peak signal-to-noise ratio (PSNR) coefficient. 

 

3.3.  Experiment result 

The output is analyzed and evaluated after each run. Typically, when experimenting with similar 

algorithms, one or more videos is used to evaluate the outcome. In this experiment, the specification of the 

videos is Container, 300 frames, 288*352 resolution and Garden video, 112 frames, 240*352 resolution. 

Below is the result for each criterion. 

 

3.3.1. Packet dropping rate 

The total number of nodes was 250 and the data transmission rate is 2-10 kb/s. Figure 4 shows the 

frame dropping rate of “B” type packets which appear to be higher in comparison to other methods due to the 

fact that all other methods do not pay attention to the priority of the packages. Figures 5 and 6 show the drop 

rate of “P” and “I” type packets respectively. It can be seen that the transmission rate has increased from  

2 kb/s to 10 kb/s. The packet loss of “P” type packets has been reduced in comparison to “B” and somewhat 

close to the average of the other methods. However, the drop rate of “I” type packets has significantly 

reduced and it is easily noticeable when compared to the other methods. 

 

 

 
 

Figure 4. Dropping rate of “B” packets 

 

 

 
 

Figure 5. Dropping rate of “P” packets 

 

 

 
 

Figure 6. Dropping rate of “I” packets 
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Figure 7 shows the average dropping rate when transmission is set at 4 kb/s utilizing different set of 

nodes. It can also be seen that the success rate is increased after considering packet priority. Low priority 

packets are more likely to be dropped in this method. In contrast, high priority packets show significant 

increase in delivery success rate. 

 

 

 
 

Figure 7. The average rate of packet loss is increasing with the number of nodes 

 

 

3.3.2. End-to-end delay 

Delay is a crucial issue in multimedia data transmission. The time needed for the packages to reach 

the sink depends on the empty space in the buffer. In our proposed algorithm, this factor is taken into account 

when selecting the next hop node to reduce end-to-end delay. The following graph shows a comparison of 

end-to-end delay between our proposed method and two other competitors. Figure 8 shows the average delay 

in sending packets. In RPKAC method, after constructing the network topology and determining the paths, an 

optimization process begin to determine low-cost paths in which least number of hops is needed for each 

packet to reach destination. The result is significant reduction in delay compared to RT-TPC method. 

However, in RPKAC method, packet priority and buffer space are ignored. As a result, our method shows 

noticeable reduction in average delay compared to RPKAC. Figure 9 shows the average delay when sending 

data at 6 kb/s using different set of nodes. In all three methods, increasing the nodes also increases the delay. 

Although, our algorithm has noticeable reduction in delay compared to the other algorithms. 

 

 

 
 

Figure 8. Average delay in sending according to transmission rate 

 

 

 
 

Figure 9. Average delay in sending packets with increasing number of nodes 
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3.3.3. Service quality 

Typically, data stored in multimedia packages are varied in terms of importance. Important packages 

usually have a significant impact on video resolutions. In our proposed algorithm, these packages are given 

higher priority when sending and receiving. And to determine the improvement of quality when our 

algorithm is used, the peak signal to noise ratio (PSNR) value is calculated and compared against other 

methods. PSNR shows the differences in terms of quality between the raw video file and the file received by 

the sink. When the value of PSNR increases, it means a more efficient transfer of data to the sink. 

In Figure 10, it can be seen that the values obtained using the proposed method are more significant 

in comparison to the other methods. The reason behind this is packet prioritizing as more high priority 

packets reach the sink. It worth noting that high priority packets play the primary role in shaping the original 

video file. In contrast, other methods always ignore the priority of packets. As a result, a large number of 

high priority packets are ended up being dropped, which impact the construction of the file when in 

comparison to the original. Figure 11 focuses on the quality of data received by the sink at 4 kb/s rate. As 

explained earlier, the proposed method shows better result in term of quality due to priority-based data 

transmission. 

 

 

 
 

Figure 10. Service quality based on transmission rate 

 

 

 
 

Figure 11. Service quality with after number of nodes 

 

 

4. CONCLUSION 

This research introduces an improved method that reduces multimedia data distortion with enhanced 

QoS through prioritizing data in WMSNs. Considering the nature of multimedia sensor networks, 

incorporating priority-based data collection, load balancing, rechargeable sensors, and buffer capacity 

management significantly improves data latency and QoS. Based on an experiment conducted using 

MATLAB software, our proposed algorithm seems to reduce packet dropping rate, end-to-end delay, and 

noise ratio compared to previous methods. Similarly, the quality of multimedia data, which is measured using 

PSNR criterion, is mostly sustained during transmission as more high priority packets successfully reach the 

sink. 
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