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 Traumatic brain injuries are significant effects of disability and loss of life. 

Physicians employ computed tomography (CT) images to observe the 

trauma and measure its severity for diagnosis and treatment. Due to the 

overlap of hemorrhage and normal brain tissues, segmentation methods 

sometimes lead to false results. The study is more challenging to unitize the 

AI field to collect brain hemorrhage by involving patient datasets employing 

CT scans images. We propose a novel technique free-form object model for 

brain injury CT image segmentation based on superpixel image processing 

that uses CT to analyzing brain injuries, quite challenging to create a high 

outstanding simple linear iterative clustering (SLIC) method. The method 

maintains a strategic distance of the segmentation image to reduced intensity 

boundaries. The segmentation image contains marked red hemorrhage to 

modify the free-form object model. The contour labelled by the red mark is 

the output from our free-form object model. We proposed a hybrid image 

segmentation approach based on the combined edge detection and dilation 

technique features. The approach diminishes computational costs, and the 

method accomplished 94.84% accuracy. The segmenting brain hemorrhage 

images are achieved in the clustered region to construct a free-form object 

model. The study also presents further directions on future research in this 

domain. 
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1. INTRODUCTION  

Traumatic brain injuries (TBI) are generally affected by external forces on the brain in accidents or 

head strikes and considered as significant cause of disabilities and death. TBI can range from an intracerebral 

hemorrhage, subdural hematoma, epidural hematoma, cerebral contusion, and cerebellar hemorrhage. 

Medical imaging modalities such as computed tomography (CT) scans are wide to establish severity and 

diagnosis and decide targeted therapy within early hours of injuries. An accurate and appropriate decision is 

necessary for physicians to manage the patient more precisely and ensure better diagnosis and outcomes. The 

segmentation of images is one of the most essential image processing and computer vision procedures. 

Picture segmentation is the way an image is separated into segments. It is most helpful for image detection 

purposes for these applications; it is inefficient to process the whole image. Segmentation of the image is 

utilized to segment from the image for further processing. Image segmentation techniques in computer vision 

partition the image into several parts based on specific image features like pixel intensity value, color, and 

texture [1]. Numerous approaches for brain image segmentation [2] have been proposed. Around these 

approaches work on the values of the clustering model and intensity threshold procedures. However, this 

conventional segmentation fails to classify subdural successfully as they are hard to define by a specific 

https://creativecommons.org/licenses/by-sa/4.0/
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model, and subdural pose a varied range of concentration for various patients. The segmentation image could 

be a preparation for apportioning the image into sets of pixels [3]. Feature extractions and inquiries on 

medical image processing were always challenging, especially in pixel-based approaches. The most 

significant disadvantage of region-based techniques and histogram methods is their lack of adherence to 

flexibility, compactness, and boundaries. So, during segmentation, the region of interest’s edges and border 

become very blurry [4]. A technique clustering pixels into standardized image areas is superpixels (SP). 

Then, the use of SPs has developed significantly in various image processing applications. Meanwhile, 

superpixels regions possess similar texture characteristics and color. Tasli et al. [5] offers an efficient 

illustration of the image. This property underpins the supposition that pixels in the same superpixel fit to a 

similar semantic object [6]. Stemming from this idea, all pixels in an SP can be allocated to explicit models 

representing segmentation constructions [7] is low in memory efficiency and high computational cost. Hence 

the super-pixel-based segmentation approach using simple linear iterative clustering (SLIC) was adopted and 

tested by various researchers recently and proved to be efficient and superior to the classical pixel-based 

approaches edge-preservation. To the best of the researcher’s knowledge, the SLIC algorithm was able to 

segment the 3D images of brain hemorrhages. Hence, this research is novel in using the SLIC algorithm to 

segment brain hemorrhages [8]. We suggest a new technique that employs a free-form shape of a hemorrhage 

model that suits any injury type. In this paper, we proposed the eight steps approach of i) image acquisition: 

converting digital imaging and communications in medicine (DICOM) images to jpeg format; ii) pre-

processing: linear transformation and windowing of the images; iii) image processing: use SLIC algorithm 

for creating superpixels; iv) edge detection: eliminate false boundaries; v) region growing; vi) dilation to 

clean the image from the noise; vii) a hybrid method; viii) segmentation region to get accurate: segmentation 

was assessed with 30,000 brain hemorrhage images obtained from Maharaj Nakorn Chiang Mai Hospital, 

Thailand. 

 

 

2. RESEARCH METHOD 

This section describes our new technique as an eight-stage by using a novel free-from object model. 

The approach for improving the accuracy and efficiency of automated 3D image processing of CT in 

analyzing brain injuries is depicted in Figure 1. 

 

 

 
 

Figure 1. Illustration of the proposed method 

 

 

2.1.  Image acquisition 

In the first step of the input image, we converted more than 30,000 3D DICOM format brain images 

into 2D JPEG format with a spatial resolution of 512x512; slice thickness of 1mm to 1.5mm, and distance 

between each slice of 0.5mm. An illustrative example of sample CT brain slices after the pre-processing step 

of converting from 3D to 2D is presented in Figure 2. The slices shown in the image are linearly transformed 

images after intensity windowing. The examples of two TBI subtypes including epidural hematoma (EDH) 

and subdural hematoma (SDH) are illustrated in Figures 2(a) and (b), respectively. The researchers for 

segmentation processing used IDE Python Spyder.  

 

2.2.  Pre-processing 

Pre-processing is the most significant step in the introduced method. The first step of pre-processing 

the removal of skull and CT scans filtering can reduce the data before the segmentation technique. To enhance 
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the automatic method based on clustering, Morphological processing, and edge detection was employed to 

perform the removal skull [9]. We linearly transformed the input image intensities using intensity windowing 

and contrast adjustment techniques [10]. The desired window intensity was adopted from the provided 

DICOM header information. The image’s intensities are first rescaled to a range between the high-intensity 

region (HIR) value and the low-intensity region (LIR) value. We are pre-processing using the Plot image 

intensity histogram provided between (80-200) the upper range, as shown in Figure 3. 

From brain CT hemorrhage image intensity histogram then, to find the first local minima of each 

divided region (five regions in the histogram) show in Figure 4, the values of these minima are selected as the 

threshold for the image segmentation process. We obtained three significant points calculate the first point one 

is a threshold for background or black pixels after Point four is a threshold for hemorrhage finally; five points 

is a threshold for the skull of white pixels shows in Figure 5. We mention a grayscale value between range  

0-255 with different intensity low or high in terms of tissue represented by the wave of the upper and lower 

threshold.  

 

 

  
(a) (b) 

 

Figure 2. The head with the skull: (a) EDH injury and (b) SDH injury 

 

 

  
  

Figure 3. The plot of the intensity histogram Figure 4. Shows the first local minima by five points 

 

 

 
 

Figure 5. Brain CT hemorrhage image intensity 
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In terms of using point five as the threshold to filter the only skull, partly used binary image shown in 

Figure 6(a) then find contours and select the most massive area show Figure 6(b). After that, the brain region 

without noise is cropped as shown in Figure 6(c). We then filter the skull out and keep only the inside brain 

region as illustrated in Figure 6(d). 

 

 

    
(a) (b) (c) (d) 

 

Figure 6. Different processing for proposal method: (a) The larger region of the brain, (b) cropping the brain 

removed, (c) the grayscale technique for the brain, and (d) removal of the skull 

 

 

The (1) for the linear transformation of images as follows: 

 

𝐻𝑈 = (𝑃𝑉 ∗ 𝑅𝑆) + 𝑅1 (1) 

 

where HU, PV, Rs, and Ri stand for Hounsfield unit, raw pixel value, rescale gradient, and rescale intercept, 

respectively. The region of interest within the hemorrhaging blood has higher HU values than the soft tissues 

and cerebral spinal fluid (CSF), as seen in Figure 7. Figure 7(a) presents the samples of brain region without 

noise outside skull. Figure 7(b) shows the samples of brain in specific range of HU. We converted the 

Hounsfield units scale image to grayscale by setting window width=151, window level=114. The Hounsfield 

values are in the range of 50-95 to coincide with the Hounsfield values of brain hemorrhages.  

 

 

   
(a) 

 

   
(b) 

 

Figure 7. Convert Hounsfield units scale image: (a) the brain without a skull and (b) grayscale with noise 

 

 

2.3.  Simple linear iterative clustering (SLIC) 

We apply the SLIC technique for segmentation introduced in [11]. Each slice is gridded to small 

equal square sections of a user-defined size, considered initial superpixels. To perform the process, we need 

the centers of each region for further calculations. In the first instance, the geometrical centers of these squares 

are considered as superpixel region centers. Then, the center locations are simplified according to the mean 

value of each cluster pixel coordinates. Distance between each pixel in the image to the boundary cluster 

centers are computed, and a label of the closest cluster center is assigned to the target pixel. If a and b are 

considered as pixel location coordinates values with user-specified grid size (s), the gray space distance (𝑑𝑐), 

the Euclidean distance (𝑑𝑠) between the jth pixel and ith pixel will be calculated, as. 
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𝑑𝑠 = √𝑎𝑗 + 𝑎𝑖)
2 + (𝑏𝑗 − 𝑏𝑖)

2 
(2) 

 

With the normalized intensity of gray values (N) of the jth (Nj) and ith (Ni) pixels, the intensity distance (dc) 

between the jth and ith pixels will follow (3). 

 

𝑑𝑐 = √(𝑁𝑗 − 𝑁𝑖)
2 

(3) 

 

S is the Parmenter of local clustering M , the image numbers, and k superpixels number is calculated by (4). 

 

𝑆 = √𝑀/𝐾 (4) 

 

If the compactness coefficient is p and initial superpixel to grid size is S  parameter, p  balance between  

sd , and 
cd then the overall distance D  is calculated as (5). 

 

𝐷 = √𝑑𝑠
2 + (

𝑑𝑠
𝑆
)𝑝2 

(5) 

 

While application confirms that both the space distances and intensity are within the same range 

and obtain an optimum compactness coefficient, the CT image intensities used in (5) are normalized to  

[0, 1]. We generated (K) to select the number of pixels such as 100, 300, and 600 superpixels. And then, we 

construct a region adjacency graph (RAG). A sample pre-processed JPG image of a CT scan with grade II 

hemorrhage Figure 8, and super-pixelized image Figure 8(a) with compactness factor p as 0.1, and grid size 

(S) as 10, K=100, the Figure 8(b) using factor p as 0.2 and grid size (S) as 20, K=300. Figure 8(c) using 

factor P as 0.3, K=600, is presented. We also noted that a greater value of the compactness coefficient 

creates more flexible boundaries, and a smaller value in more compact segments.  

 

 

   
(a) (b) (c) 

 

Figure 8. Segmentation output with different sizes of superpixels K: (a) the output of superpixels K=100, (b) 

the output of superpixels K=300, (c) the output of superpixels K=600. 

 

 

2.4.  Edge detection 

In the proposed technique, we adopted the Canny edge detectors multi-stage algorithm to detect the 

abrupt functional changes in the average brain intensity. It identified the contour of the region of interest 

(ROI) [12], which is highly beneficial to find the brain hemorrhage position. The similarity between soft 

tissue edema and hemorrhages, these regions may be misdiagnosed as hemorrhage. We need to remove it by 

using an edge detection operator. To reduce the noise of data by Gaussian using the filter kernel of size 

𝑎 × 𝑎 shown as (6), where 𝜎 is the standard deviation.  

 

𝐺(𝑖, 𝑗) =
1

2𝜋𝜎2
𝑒𝑥𝑝 (

−(𝑖 − (𝑎))2 + (𝑗 − (𝑎))2

2𝜎2
) ; 1 ≤ 𝑖, 𝑗 ≤ (𝑎) 

(6) 

 

The image is defined in the (7) and (8) is used to expand the segments smoothly. We calculated the 

low and high threshold by (7) and (8). It's more sophisticated and has a comparatively longer runtime and 

occasionally has false edges and a threshold is also necessary to identify and detecting edges. 

 

𝑡𝑙𝑜𝑤 = max⁡(0. (1.0 − 𝑠𝑖𝑔𝑚𝑎) × 𝑚𝑒𝑑𝑖𝑎𝑛(𝑖𝑚𝑎𝑔𝑒)) (7) 
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𝑡ℎ𝑖𝑔ℎ = min⁡(255, (1.0 + 𝑠𝑖𝑔𝑚𝑎) × 𝑚𝑒𝑑𝑖𝑎𝑛(𝑖𝑚𝑎𝑔𝑒)) (8) 

 

In addition to region growing methods are utilized for image segmentation in the next step for our 

technique. The watershed transforms which is a region growing method is based on three dimensions with 

image vision with (x, y) coordinates on x and y axes and intensity on the z axis. The comparative intensity 

values for high and low depend on grayscale darkness or brightness. The fact that watershed segmentation 

always produces closed contours is one of its benefits. Edge detection techniques are straightforward; 

however, it does not guarantee closed contours and are sensitive to threshold. Close contours provide the 

advantage of locating a seed pixel for each region, which then extends that region with its 8-neighbors. The 

algorithm next checks for 8-connected neighbors to see if the pixels fit in this area or not (that is, if they are 

not members of other regions and are not edge pixels), then the pixels can be a part of this area. The 

connected components with connectivity=8 are adopted to find the largest contour conditioned with the size 

of contour area less than 5,000 pixels as shown in Figure 9. Figure 9(a) shows Edge detection using canny 

algorithm. Figure 9(b) displays output image after closing operation. The contours are labelled into different 

color by using connected component method as shown in Figure 9(c). The largest contour is then selected as 

presented in Figure 9(d). 

 

 

    
(a) (b) (c) (d) 

 

Figure 9. Different steps of morphological operation different shapes of hemorrhage: (a) edge detection using 

a canny algorithm, (b) closing operation, (c) find different contours, and (d) find the large contour 

 

 

2.5.  Region growing 

The final step adopted in our approach is region growing [13]. We applied the automated seed point 

technique in region growing operations until no more pixels could be added to the region to eliminate the 

spurious regions and false boundaries while merging the hemorrhage sections. Select only the contours with 

the region R>10 (remove all small contours) for the region growing method. Region growing with 

Threshold=18 with seed points above 8/10 heights of image. Further, 3D flood-based watershed 

transformation was applied for analyzing the intensity of brain hemorrhage. The explanatory shapes of the 

original figure, thresholding, and region growing were provided in Figure 10. Figure 10(a) demonstrates the 

original output after filtered by the specific range of HU. The noises of contour output are then removed by 

thresholding as illustrated in Figure 10(b). The region growing method is applied for the result as shown in 

Figure 10(c). 
 

 

   
(a) (b) (c) 

 

Figure 10. The output images during performing region growing approach: (a) image with noise, (b) image 

with less noise, and (c) image after region growing 

 

 

2.6.  Dilation 

Dilation is based on the brain image’s Morphology technique for free form object modeling the 

binary image. It represents the shape by extracting the object data from Figure 11(a) the result of the region 

growing, and Figure 11(b) shows the binary image after applying morphological filter size 9 × 9 to fill the 
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hold. We have actualized the Dilation operations utilizing a fast-circular convolution method [14]. In the fast-

circular convolution technique only defined, the kernel is padded up to the size of the output image for 

dilation. While the kernel is significantly smaller than the image, as is the case for most useful morphological 

image processing functions, the above circular convolution becomes inefficient due to the wasteful zero-

padding involved. Dilation is increasing the pixels to fill the gap between pixels by fitting the injury’s size. 

Erosion is decreeing the pixels outside the object of the image. Some regions of the image slice color look 

black. Another part of the region slice may look bright in comprehensive thresholding because of intensity 

non-similarity over the scene. The morphological closing operation to connecting the line neighbor with the 

kernel 3 × 3.  

 

 

  

  

(a) (b) 

 

Figure 11. The result of dilation: (a) result of the region growth and (b) the large contour. 

 

 

2.7.  Hybrid method 

In terms of the segmentation technique, we use the dice similarity coefficient (DSC) and, Jaccard 

similarity index (JSI) as the hybrid method to evaluate the performance. The high accuracy by combining 

dilation and edge detection for brain hemorrhage segmentation after removing noises with various filtering 

techniques and then covert a new image comes from the hybrid method with high performance.  

 

S X Y=   (9) 

 

Where, X represents the SLIC result and Y  the output of the region growing method. Figure 12 shows the 

hybrid method result. Firstly, the edge detection method is shown in Figure 12(a), while the region growing 

method using dilation result is presented in Figure 12(b). Finally, high-performance results are achieved 

using a hybrid approach as shown in Figure 12(c). 

 

 

   

   
(a) (b) (c) 

 

Figure 12. The hybrid method result, (a) edge detection, (b) dilation result and (c) exact effect for the 

combine 
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The dice similarity coefficient (DSC), M which stands for Segmentation, can be seen in (10) and is 

superior to overall pixel accuracy since it considers all false positive and missing values in each class. DSC is 

also thought to be superior because it defines the accuracy of the segmentation boundaries identified as well 

as the number of pixels correctly labeled. 

 

𝐷𝑆𝐶 =
2|𝑀𝐼𝐶𝐻 ∩𝑀𝐼𝐶�̂�|

|𝑀𝐼𝐶𝐻| + |𝑀𝐼𝐶𝐻|
=

2 × 𝑇𝑃

2 × 𝑇𝑃 + 𝐹𝑁
 

(10) 

 

The JSI also identified as intersection-over-union, IoU is described as the ratio of the region of intersection 

between the ground truth (𝑀𝐼𝐶�̂�)and predicted segmentations (𝑀𝐼𝐶𝐻) to the region of union between the 

ground truth and predicted segmentations [15]. 

 

JSI=
𝑀𝐼𝐶𝐻∩𝑀𝐼𝐶�̂�

𝑀𝐼𝐶𝐻∪𝑀𝐼𝐶�̂�

=
𝑇𝑃

𝑇𝑃+𝐹𝑃+𝐹𝑁
 

(11) 

 

Where, M the segmentation stands. JSI is like being monotonous in one additional or positively linked as 

DSC demonstrated in the previous equations. The difference between JSI the following and DSC the 

apparent one is that JSI the instances of wrong outcomes will be penalized more than the DSC situation. 

Therefore, one of these two metrics might be utilized instead of using both measures to validate segmentation 

as shows. 

 

𝐽𝑆𝐼 =
𝐷𝑆𝐶

2−𝐷𝑆𝐶
× 𝐷𝑆𝐶 =

2×𝐽𝑆𝐼

1+𝐽𝑆𝐼
       (12) 

 

For each brain image region of a CT scan, the pixels as hemorrhage or non-hemorrhage are 

considered. We believe the red pixels as edge detection clusters for brain hemorrhage images by using semi-

K-means clustering. For noise reduction, a 3 × 3 median filter is applied to the image. The edge detection 

shape and segmentation region by using free-form object model are illustrated in Figure 13(a) and  

Figure 13(b), consecutively. The free-form object model is used to guarantee smoothness in the image while 

also ensuring no boundary information is missing [16]. 

Further, we adopted the multi-stage algorithm of the contour boundary detector to detect the abrupt 

functional changes in the normal brain’s intensity. It identified the contour of the region of interest (ROI), 

which is highly beneficial to find the brain hemorrhage position [17]. The samples of three features and four 

features to cluster boundary region through contrast region pixels of the threshold process are improved in 

Figure 14(a) and Figure 14(b), respectively.  

 

 

    
(a) (b) 

 

Figure 13. The region hemorrhage segmentation: (a) edge detection shape and (b) segmentation region 

 

 

  
(a) (b) 

 

Figure 14. Different slices shapes of bleeding: (a) three features on shape and (b) four various features on 

shape 
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3. COLLECTION DATA 

This retrospective study required the dataset from Maharaj Nakorn Chiang Mai Hospital, Thailand, 

below specialist doctors. Standard digital imaging and communications in medicine (DICOM) axial slices, 

we collected a dataset consisting of 3D computed tomography (CT) brain Scan of patients involved more 

than 6520 slices labeled (intracerebral hemorrhage (ICH), epidural hematoma (EDH), subdural hematoma 

(SDH), midline shift (MLS), intraventricular hemorrhage (IVH)) and standard. Convert DICOM to JPEG 

Images. In this study, the research evaluates our proposed brain hemorrhages to evaluate different classifier 

mages set consisting of more than 5000 slices. Slice thickness was constant in most datasets use 300 patients’ 

datasets had a variable thickness of slices between male and female patients between 25 and 61 years. The 

slice thickness size chosen 1.5mm for each thickness has been 200-500 slices. 2D, the selected slices are 

composing a sample 3D CT brain scan as an illustration. Convert Hounsfield units of CT numbers  

(from -1000 to +1000) to Grayscale (0 to 255) by setting window width=150, window level=30, as indicated 

by doctor diagnosis 

 

 

4. EXPERIMENTAL RESULTS AND DISCUSSION 

For segmentation hemorrhage, the high accuracy of the free-form object model for clustering injury 

hemorrhage pixels is achieved. The proposed approach significant advantage is to attain high accuracy in 

clustering and a high 𝐹1-Score with low computational power [18]. The superpixels generated through the 

SLIC [19] technique perform well in extracting brain hemorrhage complex texture using a different 

segmented number. Further, superpixels’ spectral clustering using global Eigen decomposition achieved high 

accuracy in segmenting the regions and sophisticated brain hemorrhage features. Hence. The steps used and 

the outcomes are illustrated in Figure 15. Figure 15(a) shows the SLIC, output with superpixels K equals to 

600. The regions with same pixel values are then merged as illustrated in Figure 15(b). The thresholding is 

then applied to the output of region merging as presented in Figure 15(c). Figure 15(d). The demonstrates the 

final segmentation output of the hemorrhage region. The proposed method outperforms conventional 

clustering methods in segmenting CT brain scans. The proposed approach also overcomes the dense 

similarity construction of spectral clustering after applying the proposed method, the free-form object model. 

 

 

    

    

    
(a) (b) (c) (d) 

 

Figure 15. Different steps of our methods: (a) SLIC, (b) region merging, (c) thresholding and edge detection, 

and (d) segmentation output. 

 

 

5. PERFORMANCE MEASURES 

The segmentation result needs the right superpixel approach to enhance the segmentation method’s 

performance. In this work, we compared our work with baseline methods in different metrics. Dice 

coefficient runs from 0 to 1, where 1 stand for total overlap. In addition, the subsequent similarity measure is 

associated to the dice coefficient, by users based on the 512 × 512 mask of the CT slices resulted [20]. By 

using the ground truth segmentation from the ICH UNet dataset, we can calculate the JSI⁡and t DSCof the ICH 

segmentation and high sensitivity in detecting the ICH regions to be considered as the following Table 1. 
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Table 1. The comparison three methods UNet, projection profile and our method by using JSI and DSC 
Methods JSI DSC 

Projection Profile [21] 0.66 0.21 
ICH UNet [22] 0.24 0.33 

Our Method 0.45 0.46 

 

 

A comparison results of the ICH UNet dataset, including 318 images with hemorrhage and 340 

images without hemorrhage by testing on intracerebral hemorrhage the accuracy achieved to 82.37% shown 

in Table 2. We are using three methods for ICH UNet datasets. Statistical measures such as the accuracy, 

specificity, and 𝐹1-score of three methods for one feature intracranial hemorrhage. Intracranial hemorrhage is 

analyzing CTscans by radiologists to identify ICH and focus its regions. To segment the region of the ICH in 

a fully automated manner. Therefore, we are using our dataset to apply for two methods, include projection 

profile and ICH UNet is considered to achieve high accuracy as indicated in Table 3, by used different 

parameter statistical measures.  

 

 

Table 2. Three methods for ICH hemorrhage using physionet dataset 
Methods Sensitivity (%) Specificity (%) F1-Score (%) Accuracy (%) 

Projection Profile [21] 77.43 79.60 80.05 78.53 
ICH UNet [22] 12.05 95.64 21.42 20.22 

Our Method 78.93 85.59 81.22 82.37 

 

 

Table 3. The comparison of three methods for ICH hemorrhage using our dataset 
Methods Sensitivity (%) Specificity (%) F1-Score (%) Accuracy (%) 

Projection Profile [21] 69.44 91.85 67.30 87.77 

ICH UNet [22] 87.32 82.82 45.59 74.71 

Our Method 94.48 87.66 77.82 94.84 

 

 

TNR: Also known as specificity or Precision, measures the rate of true negatives concerning the number of 

real negative cases follow as (13) [23].  

 

𝑇𝑁𝑅 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
× 100% 

(13) 

 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
× 100% 

(14) 

 

𝐹1 =
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
× 100% 

(15) 

 

𝐴𝐶𝐶 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
× 100% 

(16) 

 

Where TP is true positive (positive issue of correctly segmented) TN is true negative (Negative effect of 

appropriately segmented), FP is false positive (incorrectly segmented positive issue). FN is false negative 

(negative point of incorrectly segmented). To evaluate the three features of brain hemorrhage such as EDH, 

SDH, and ICH segmented by different steps of slices such as 40 to 81 slices and varying range of K=600, the 

performance of our method accurate and shown the average for their hemorrhage steps shown on Table 4. 

The accuracy measures used to evaluate the performance of the proposed method giving the best results when 

comparing with other methods show in Table 5. 

 

 

Table 4. K=600 is start from slice 40 
K=600 Start from Slice 40  

PPV TPR F1 TNP ACC 

EDH 97.08 97.24 97.16 88.89 95.50 

SDH 97.69 97.53 97.61 89.55 96.09 

ICH 97.19 96.69 96.94 90.09 93.07 

Average 97.32 97.15 97.23 89.51 94.88 
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Table 5. Retrieval accuracy of the hemorrhage by using greater papers 
Method EDH ICH SDH Average 

[24] 86.3 - 84.3 85.3 

[25] 72.0 87.0 84.0 81 
[26] 62.3 82.2 54.1 66.2 

[27] 48.9 88.4 71.8 69.7 

[28] 72.7 96.6 89.1 86.1 
[29] 48.9 88.4 71.8 69.7 

Our Method 97.06 99.81 96.61 97.16 

 

 

6. CONCLUSION AND FUTURE WORK 

A hybrid hemorrhage segmentation and measurement technique are presented in this paper. 

Traumatic brain injuries are a significant process in assisting physicians in diagnosis the injury for medical 

image processing. The segmentation method is based on the superpixel technique for segmenting hemorrhage 

in brain scans by used a novel freeform object model. The images are computing SLIC to object boundaries 

in the initial step. The pre-processing techniques for noise reduction and removing unwanted regions from 

CT scan brain images. To detect the feature of hemorrhage is obtains as red marked. Preliminary results of 

using images from our dataset illustrated that the current approach of boundary edge detection and brain 

hemorrhage segmentation achieved 94.84% accuracy. Finally, this method in the clinical experimental setting 

will decrease clinicians’ valuable time required to diagnose due to the technique that can provide hemorrhage 

segmentation. For future work, we will involve more features of TBI by apply AI field specially machine 

learning algorithms for the classification step to be more benefit for doctor system diagnoses. 
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