Automatic segmentation of wrist bone fracture area by K-means pixel clustering from X-ray image
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ABSTRACT

Early detection of subtle fracture is important particularly for the senior citizens’ quality of life. Naked eye examination from X-ray image may cause false negatives due to operator subjectivity thus computer vision based automatic detection software is much needed in practice. In this paper, we propose an automatic extraction method for suspicious wrist fracture regions. We apply K-means in pixel clustering to form the candidate part of possible fracture from wrist X-ray image automatically. This method can recover previously detected patterned false cases with edge detection method after fuzzy stretching. The proposed method is successful in 16 out of 20 tested cases in experiment.

1. INTRODUCTION

Fracture refers to the complete or incomplete loss of continuity of bone, alveolar plate, or joint surface, often accompanied by damage to soft tissues or organs around the bone. The fracture of the forearm happens when at least one of the two important bones of the area between the elbow and the wrist - radius and ulna – is broken and frequently it accompanies with dislocation. It is caused by either indirect force in falling accident when the victim put one’s hand on the floor with imbalance position or the direct force by traffic accident or contusion. Indirect force causes an oblique or spiral fracture, and the direct force causes a lateral fracture of the radial and ulna [1].

If the fracture is not treated properly so that the malunion or hyperkala bone occurs, the wrist is weakened with pain and the patient may feel difficulty in rotating hands [2]. The bone fracture detection is often through visual inspection of an X-ray image to determine the presence and severity of the fracture. The sources of difficulty in visual detection by radiologists might be the overlapping of several anatomical structures on an X-ray image or the inconsistency of image quality across exams. However, the potential human error from fatigue or operator subjectivity may increase the risk of missing subtle bone fractures [3]. Thus, automated bone fracture detection can assist doctors and paramedical staff to analyze the severity of the situation and to choose a proper course of action on urgent basis [4].

A typical automated bone fracture detection software consists of three stages – preprocessing, segmentation, and fracture detection. In this paper, we propose a computer vision based method to extract the candidate area of wrist fracture automatically from X-ray image. This step is the main source of automatic fracture detection and the preprocessing steps of this research is similar to our previous work [5].
There have been several researches in this automatic hand bone segmentation problems. Early attempt like [6] applies region based level set approach but no detailed experiment result was reported. In [7], it uses an extended version of Otsu’s binarization but the computation time may take up several seconds. Many systems used some filtering algorithm and edge detection in their main part in segmentation [8-10] but none of them shows good experimental statistics in fracture detection rate. Some other work includes the operations like gray conversion, active contour segmentation but the detection rate was reported as low as 69% and still, it looks better than other simple method such as region growing and level set segmentation [6] for their implementation [11].

In this paper, we propose a pixel clustering based automatic segmentation of suspicious fractured area. This step should be done accurately before detecting the fractured spot. However, in many medical imaging applications, edge-based algorithms suffer because medical images commonly have poor contrasts, different types of noise, and missing or diffusive boundaries [12]. Instead, pixel clustering approaches have been successfully applied to detect the target organ from ultrasonography or X-ray images. Some examples of such approaches include detecting brain tumor [13, 14], brachial artery [15], cervical vertebrae [16], lung cancer [17], inflamed appendix [18], ganglion cyst [19] and breast image segmentation [20]. Thus, in this paper, we take K-means based pixel clustering approach [16, 21] to this automatic segmentation problem. Due to the low intensity contrast between the target area and the background, we need fuzzy stretching [22] to enhance the contrast.

2. PIXEL CLUSTERING BY K-MEANS WITH FUZZY STRETCHING

Image segmentation refers to the process of partitioning an image into mutually exclusive regions. It can be considered as the most essential and crucial process for facilitating the delineation, characterization, and visualization of regions of interest in any medical image [12]. Clustering can be defined as the optimal partitioning of a given set of $n$ data points into $c$ subgroups, such that data points belonging to the same group are as similar to each other as possible whereas data points from two different groups share the maximum difference. Image segmentation can be treated as a clustering problem where the features describing each pixel correspond to a pattern, and each image region corresponds to a cluster [23].

Very frequently, any vision based object extraction procedure provides auxiliary intensity stretching algorithm to extend the contrast to differentiate the target object from the background effectively [24]. From the given X-ray image, since the image does not have enough intensity contrast to discriminate bone part and other parts in the image, we have similar situation and thus adopt fuzzy stretching [22] for that purpose. In that fuzzy stretching, the dynamic control of fuzzy membership function for intensity stretching is the power of qualitative segmentation.

The grey-scale input image may not have enough brightness contrast between the “bright” side and the “dark” side. Thus, we stretch 0’s and 1’s as follows so that the bright contrast is effectively exaggerated.

$$X_m = \sum_{i=0}^{M\times N} \frac{1}{M \times N}$$

Let $X_m$ be the average brightness value of the image with $M \times N$ size, the distance from the brightest pixel and the darkest pixel are defined as (2).

$$D_{max} = |X_h - X_m|, \quad D_{min} = |X_m - X_l|$$

The brightness adjustment value is computed as shown in (3).

- if $(X_m > 128)$ adjustment $= 255 - X_m$
- elseif $(X_m \leq D_{max})$ adjustment $= D_{min}$
- elseif $(X_m \geq D_{max})$ adjustment $= D_{max}$
- else adjustment $= X_m$

Thus, the maximum, minimum, and the center point of the brightness which will form the fuzzy membership triangle are defined as follows:

$$I_{max} = X_m + \text{adjustment}, \quad I_{min} = X_m - \text{adjustment}$$
$$I_{\text{mid}} = \frac{I_{\text{max}} + I_{\text{min}}}{2}$$  \hspace{1cm} (5)

The membership function is then defined as Figure 1.

![Fuzzy membership function for brightness enhancement](image)

Figure 1. Fuzzy membership function for brightness enhancement

The cut point ($\alpha - \text{cut}$) in Figure 2 is computed as follows:

$$\begin{align*}
\text{if} \ (I_{\text{min}} > 0) & \quad \alpha - \text{cut} = \frac{I_{\text{min}}}{I_{\text{max}}} \\
\text{else} & \quad \alpha - \text{cut} = 0.5
\end{align*}$$  \hspace{1cm} (5)

$$X_{\text{new}} = 255 \times \frac{X - \alpha}{\beta - \alpha}$$  \hspace{1cm} (6)

The upper limit value ($\alpha$-cut) and the lower limit value ($\alpha$) are defined as the highest and lowest $X_i$ among pixels that have higher membership degree than the cut point $\alpha$-cut. Then, the final stretching equation for the pixel brightness is defined as follows:

After such fuzzy stretching, within the range of target object existence, we try to apply pixel clustering. K-means clustering is a well-known unsupervised learning algorithm that has many variants with respect to the application and we follow a speed up version of it [20] as summarized in Algorithm 1.

**Algorithm 1. K-means process: a speedup version**

**Begin**

**Initialize** $n, k, \mu_1, \mu_2, ..., \mu_k$

**Do** classify $n$ samples according to nearest $\mu_i$

recompute $\mu_i$

until no change in $\mu_i$

**Return** $\mu_1, \mu_2, ..., \mu_k$

**End**

The principle of K-means is as simple as above description. From arbitrarily given $k$ sets, the algorithm iteratively re-assigns the data sets according to the center point and re-computes center points at every iteration until there is no significant change. The typical result of K-means pixel clustering is shown as Figure 2.

From the K-means clustering result as shown in Figure 3(a), we need noise removal process based on the domain knowledge such that the fractured area does not have extreme intensity values and then we apply labelling procedure [25] to form and remove the contour of the wrist bone as shown in Figure 3(b). Then the region labeling procedure is applied to make the target suspicious fracture repeatedly such that the suspicious regions are connected and form a meaningful size of object while removing small or disconnected noises as shown in Figure 3(c). That completes our automatic segmentation process.
Figure 2. Candidate fractured area extraction by K-means,
(a) Image after fuzzy stretching, (b) Candidate fractured area after K-means

Figure 3. Fracture area extraction after k-means,
(a) After K-means, (b) Candidate fracture, (c) Fracture area

3. EXPERIMENT

The proposed method is implemented in C# under Visual Studio 2017 environment with Intel(R) Dual Core(TM) i3-5005U CPU @ 2.0 GHz and 4 GB RAM PC. Twenty (20) X-Ray images containing hand bone skeleton with fracture in some place of 1208 x 1502 size were used in this experiment. In experiment, our cooperated pathologist evaluate if the result come out of the software is sufficiently meaningful. The pathologist agrees with the proposed method’s results in 16 out of 20 cases. Figure 4 demonstrates both the successful extraction case (Figure 4(a)) and failed extraction (Figure 4(b)).

Figure 4. Fracture area extraction success and failed cases, (a) Successful extraction (b) Failed extraction

In retrospective analysis, failed extraction cases represent either insufficient discrimination of fractured area from normal state in intensity or unintended removal of small but meaningful fractured part in region labelling process. The former case needs careful filming or better intensity stretching procedure in the future. For the latter case, it is partly attributed to the intrinsic disadvantage of K-means that it needs prior determination of the number of clusters before processing. That is, the algorithm requires a good initialization from the experience of the environment characteristics.
4. CONCLUSION

In this paper, we propose a method that extracts the suspicious fractured area automatically from X-ray images. Such automatic segmentation is crucial to build a highly robust and accurate fracture detection software. Like many other prior studies, our previous study [5] used canny edge algorithm to take the fracture part around the wrist area. However, the result shows that there were a patterned failure in detecting the target fracture location. Thus, we take K-means pixel clustering as the answer of such problem.

While this pixel clustering approach is more robust than edge detection schemes, it still needs to be improved due to its static initialization problem. In experiment, the proposed method exhibits a respectable but improvable successful extraction rate (human pathologist agrees with the software (16 out of 20 cases or 80% accurate based on the human expert’s decision as the ground truth). We need more careful intensity stretching method and more stable pixel clustering algorithms in order to develop better automatic fracture detection software.
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