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ABSTRACT
Recently, a wide range of speech signal processing algorithms (dysphonia measures) aiming to detect patients with Parkinson’s disease (PD). So we have computed 19 dysphonia measures from sustained vowels collected from 375 voice samples from healthy and people suffer from PD. All the features are analysed and the more relevant ones are selected by the Principal component analysis (PCA) to classify the subjects in 4 classes according to the UPDRS (unified Parkinson’s disease Rating Scale) score. We used k-folds cross validation method with (k=4) validation scheme; 75% for training and 25% for testing, along with the Support Vector Machines (SVM) with its different types of kernels. The best result obtained was 92.5% using the PCA and the linear SVM.

1. INTRODUCTION
Parkinson’s disease (PD) is a neurodegenerative disorder that results from the death of dopaminergic cells in the substantia nigra which is a basal ganglia structure located in the midbrain. Such neurological diseases profoundly affect the patients’ quality of life and their families [1]. Age is one of the most important risk factor which explain that PD is generally seen in people over the age of 50. Diagnosis of PD is very difficult we use neurological tests and brain scans to diagnose it. These methods are very expensive and need high level of expertise.

Since most of the people with PD suffer from speech disorders [2], [3], it could be considered as the most reasonable way for detection of PD [4]. The range of symptoms present in speech disorders includes reduced loudness, increased vocal tremor, and breathiness. Vocal disorders do not appear abruptly, they are the result of a slow evolution whose early stages may be unnoticed. Voice assessments has proven to be an effective tool for PD detection, for this purpose, the processing of the quality of speech, and the identification of the causes of its degradation in the context of PD based on phonological and acoustic cues have become one of the main interest of clinicians and speech pathologists.

Among the most interesting recent works are those concerned with class of neurodegenerative diseases such as PD, multiple sclerosis among other, that affect motor, cognitive capabilities, and patient's speech [5], [6]. There are recent studies using machine learning tools such as Support Vector Machine (SVM) classifier, Gaussian radial basis kernel functions, regression, neural networks, DNN neural and decision tree [7], [8], and acoustic measurements (features) of dysphonia for the detection of voice disorders, these include fundamental frequency or pitch of vocal oscillation (F0); Jitter which is the cycle-to-cycle variation of fundamental frequency; Shimmer that represents the extent of variation in speech amplitude from cycle to cycle; measures of noise-to-harmonics ratio components in the voice; the Nonlinear dynamical complexity...
and fundamental frequency variation and Signal fractal scaling exponent [1], [4], [9]. Studies have shown variations in all these measurements in people with PD [10]. All these studies have been performed for binary classification, so for an early diagnosis of PD, multiclass classification based on severity of symptoms has been achieved with different classifiers using the Local Learning-Based Feature Selection feature selection algorithm and the cepstral analysis [11], [12].

In this study, we want to distinguish PD patients on different stages of symptoms’ severity from healthy control using these acoustic measurements. So we aimed to discriminate 375 subjects on 4 groups; 55 healthy control, 178 in early 118 in intermediate and 24 in advanced stage according to the UPDRS scores. Each participant was invited to pronounce the sustained vowel /a/ and hold it at comfortable level, from each voice sample we have extracted 19 acoustic features, to reduce the number of these acoustic features and get only the most relevant ones, we applied the principal component analysis, and for classification we used k-folds cross validation method along with the SVM classifiers with its different kernels.

2. RESEARCH METHOD

2.1. Dataset

The dataset collected in this study belong to The Patient Voice Analysis (PVA) dataset [8], [13], it contains voice recordings of voice phonations self-reported symptom assessment PD-RS (Parkinson’s Disease Rating Scale) and demographic information about the callers. Each row in the dataset corresponded to one report from a Parkinson’s patient and the dysphonia measurements are represented in the columns. There are 375 users total (repeated and useless records are removed). All participants were asked to record the sustained vowel “a” hold as long as possible at a comfortable level. They also provided the following information; age, gender, age of diagnosis, years since first symptom, if they are on treatment or not, with (mean 62.17 years old, maximum 84 and minimum 34, standard deviation: 8.370254, variance: 69.88011, popular standard deviation: 8.359432, variance popular: 67.9286).

Among 375 persons for which the data were recorded, we classify 55 subjects as healthy, 178 in early stage, 118 in intermediate stage, and 24 as advanced stage based on UPDRS scores. Voice recordings and the pre-processing are not sufficient in the assessment of voice disorders. Therefore, it is essential to devise and describe voice samples using a set of acoustic features, which are represented as a feature vector used for speech analysis.

2.2. Feature extraction

In this dataset, 19 linear and non-linear features were extracted. Table 1 contains all the features and a brief descriptions [14]. 16 features are based on four factors: F0 (fundamental frequency or pitch), several measures of variation in fundamental frequency and amplitude and measures of ratio of noise to tonal components in the voice, these measurements are the most important factors of the voice signal.

<table>
<thead>
<tr>
<th>Feature number</th>
<th>Features</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MDVP: Fo (Hz)</td>
<td>Average vocal fundamental frequency</td>
</tr>
<tr>
<td>2</td>
<td>MDVP: Fhi (Hz)</td>
<td>Maximum vocal fundamental frequency</td>
</tr>
<tr>
<td>3</td>
<td>MDVP: Flo (Hz)</td>
<td>Minimum vocal fundamental frequency</td>
</tr>
<tr>
<td>4</td>
<td>Jitter (%)</td>
<td>Several measures of variation in fundamental frequency</td>
</tr>
<tr>
<td>5</td>
<td>Jitter (Abs)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>MDVP: RAP</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>MDVP: PPQ</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Shimmer</td>
<td>Several measures of variation in amplitude</td>
</tr>
<tr>
<td>9</td>
<td>Shimmer (dB)</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Shimmer: APQ3</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Shimmer: APQ5</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>MDVP: APQ</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Shimmer: DDA</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>NHR</td>
<td>Two measures of ratio of noise to tonal components in the voice</td>
</tr>
<tr>
<td>15</td>
<td>HNR</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>RPDE</td>
<td>Nonlinear dynamical complexity measures</td>
</tr>
<tr>
<td>17</td>
<td>DFA</td>
<td>Signal fractal scaling exponent</td>
</tr>
<tr>
<td>18</td>
<td>PPE</td>
<td>Nonlinear measure of fundamental frequency variation</td>
</tr>
</tbody>
</table>

Jitter (%): Expressed as a percentage, this is the average absolute difference between consecutive periods of fundamental frequency, divided by the average period
\[ Jitter(\%) = \frac{\sum_{i=1}^{N} |T_i - T_{i-1}|}{N \sum_{i=1}^{N} T_i} \]  

(1)

Where \( T_i \) is the period of fundamental frequencies of window number “\( i \)” and \( N \) is the total number of windows. Jitter (ABS): Jitter absolute is the cycle-to-cycle variation of fundamental frequency, i.e. the average absolute difference between consecutive periods, expressed as:

\[ Jitter(ABS) = \frac{1}{N-1} \sum_{i=1}^{N-1} |T_i - T_{i-1}| \]  

(2)

Where \( T_i \) is the extracted F0 period lengths, and \( N \) are is the number of extracted F0 periods. Jitter (RAP): it is defined as the Relative Average Perturbation, the average absolute difference between a period and the average of it and its two neighbours, divided by the average period.

Jitter (PPQ) represents the Period Perturbation Quotient, defined as the average absolute difference between a period and the average of it and its four closest neighbors, divided by the average period [15],[16].

Shimmer: This is the average absolute difference between the amplitudes of consecutive periods, divided by the average amplitude

\[ Shimmer = \frac{1}{N-1} \sum_{i=1}^{N-1} |A_i - A_{i-1}| \]  

(3)

Shimmer (APQ5): It is defined as the five-point Amplitude Perturbation Quotient, the average absolute difference between the amplitude of a period and the average of the amplitudes of it and its four closest neighbours, divided by the average amplitude. HNR: Harmonics to Noise Ratio, NHR: Noise to Harmonics Ratio.

Recurrence Periodicity Density Entropy (RPDE) is based on the notion of recurrence [17], which can be seen as a generalization of periodicity [18]. This measure addresses the ability of the vocal folds to sustain stable vocal fold oscillation, quantifying the deviations from exact periodicity. Pitch Period Entropy (PPE) measures the impaired control of stable pitch during sustained phonations [1], a symptom common to people with PD [19]. Detrended Fluctuation Analysis (DFA) is a scaling analysis method used to quantify long range power-law autocorrelations in signals which are non-stationary, thus overcoming some of the problems of scaling analysis techniques which are only suitable for stationary signals [18],[20].

2.3. Feature selection and validation

In most situations, we find ourselves with a number of variables which tends to exceed the number of observations. Dimensionality reduction process proceeds by applying a feature selection algorithm. In order to have a better representation of the data, redundant and useless information will be thus circumvented. The principal objectives of the reduction of dimension can be described by [21]. So to improve the task of classification and to aid the visualization and the comprehension of the data, we have to identify the more relevant features in order to reduce the storage of space necessary, minimize time consumption and CPU-expenditure.

However, the elimination of certain information can increase the classification error, considering this information can prove to be informative if they are used [22]. In this study we used the Principal Component Analysis (PCA), which considered the more recognized linear technique for dimensionality reduction, the PCA performs a linear mapping of the data to a lower-dimensional space in such a way that the variance of the data in the low-dimensional representation is maximized. Previous speech analysis has shown satisfactory results using this reduce dimensionality method [23].

After extracting all features and selecting the more relevant ones, we classify voice samples based on these features into four groups; Healthy cases, people with PD in early, intermediate and advanced stages. Subsequently, we built a matrix based on these parameters. The columns of the matrix represent the features and the rows represent the voice samples. In this study, we used k-folds cross validation method with (k=4) along with different kernel of the SVM classifier; Training and testing procedures are applied: 75% for training and 25% for testing. The dataset is divided into 4 subsets, each time, one of the 4 subsets is used as the test set and the other 3 subsets are put together to form a training set. Then the average error across all 4 trials is computed. The advantage of this method is that it matters less how the data gets divided, every data point gets to be in a test set exactly once, and gets to be in a training set 3 times.
3. RESULTS AND ANALYSIS

3.1. Obtained results using linear kernel

The Table 2 represent the obtained results of classification using the linear SVM, and selecting the more relevant features by the PCA method, with 92.5% overall accuracy. For each class we have the ROC curve. In this model we have for:

1. The healthy control: we have 49 were correctly classified, 6 were misclassified and considered as early stage, with a percentage of 89% true positive rate;
2. The early stage class: we have 171 were correctly classified, 7 were misclassified (2 as healthy, and 5 as intermediate stage), with a percentage of true positive rate 96%;
3. The intermediate stage class: we have 113 were correctly classified, 5 were misclassified (4 as in early stage, and 1 as advanced stage) with a percentage of 96% true positive rate;
4. The advanced stage class: we have 14 were correctly classified, 10 were misclassified (as in intermediate stage), with a percentage of 58% true positive rate.

Table 2. Results Using Linear SVM

<table>
<thead>
<tr>
<th>True class</th>
<th>Class 1</th>
<th>Class 2</th>
<th>Class 3</th>
<th>Class 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>49</td>
<td>6</td>
<td>10</td>
<td>14</td>
</tr>
<tr>
<td>Class 2</td>
<td>2</td>
<td>171</td>
<td>4</td>
<td>14</td>
</tr>
<tr>
<td>Class 3</td>
<td>4</td>
<td>113</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>Class 4</td>
<td>10</td>
<td>14</td>
<td>15</td>
<td>15</td>
</tr>
</tbody>
</table>

Positive Predictive Value: 96% 94% 88% 93%
False Discovery Rate: 4% 6% 12% 7%

3.2. Obtained results using quadratic kernel

The Table 3 represent the obtained results of classification using the quadratic SVM and the PCA, with accuracy of 87.5%. For each class we have the ROC curve. In this model we have for:

1. The healthy control: we have 44 were correctly classified, 11 were misclassified (all as in early stage), with a percentage of 80% true positive rate;
2. The early stage class: we have 164 were correctly classified, 12 were misclassified (3 as healthy, and 11 as intermediate stage), with a percentage of true positive rate 92%;
3. The intermediate stage class: we have 106 were correctly classified, 12 were misclassified (11 as in early stage, and 1 as advanced stage) with a percentage of 90% true positive rate;
4. The advanced stage class: we have 14 were correctly classified, 10 were misclassified (1 as in early stage and 9 as in intermediate stage), with a percentage of 58% true positive rate.

Table 3. Results using quadratic SVM

<table>
<thead>
<tr>
<th>Confusion matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Class 1</td>
</tr>
<tr>
<td>True class</td>
</tr>
<tr>
<td>False class</td>
</tr>
<tr>
<td>True Positive Rate</td>
</tr>
<tr>
<td>False Negative Rate</td>
</tr>
<tr>
<td>Positive Predictive Value</td>
</tr>
</tbody>
</table>

ROC curve

3.3. Obtained results using cubic kernel

The Table 4 represent the obtained results of classification using the cubic SVM, and selecting the more relevant by the PCA, with accuracy of 85.1%. For each class we have the ROC curve. In this model we have for:
1. The healthy control: we have 41 were correctly classified, 14 were misclassified (all as in early stage), with a percentage of 75% true positive rate;
2. The early stage class: we have 166 were correctly classified, 14 were misclassified (4 as healthy, and 8 as intermediate stage), with a percentage of true positive rate 93%;
3. The intermediate stage class: we have 104 were correctly classified, 14 were misclassified (all as in early stage) with a percentage of 88% true positive rate;
4. The advanced stage class: we have 8 were correctly classified, 16 were misclassified as in intermediate stage, with a percentage of 33% true positive rate.
From all previous results, it is seen that the maximum classification accuracy of 92.5% was achieved using the linear SVM. Compared with previous studies done, the proposed method gives better results than the cepstral analysis approach (86.7%)\cite{12}, but this findings could be improved by using feature selection algorithm dedicated for multiclass classification and combining the voice features with the cepstral analysis where a score of 96% has been achieved in\cite{11}, but the approach was more complex than the one proposed in this study. The results show also that the feature selection play critical role in classification optimization. And the misclassification is explained by the relative merits of the UPDRS scale for accurately determining the degree of disease progression. The purpose of this study is to show the effectiveness of using voice recording to classify people with Parkinson’s disease by the severity of symptoms using only 19 features.

4. CONCLUSION

Clinicians and voice pathologists have become progressively watchful to any techniques, which might provide supplementary information to help them in the evaluation and the diagnosis of PD. In this paper, we presented new technique that can separate between healthy people and PD patients at different severity stages based on voice features. As a result, we achieved 92.5% of accuracy using linear SVM and the PCA. The results show also that the feature selection play critical role in classification optimization. And the misclassified samples are usually mingled with the nearest class, which clinically explained by the relative merits of the UPDRS scale for accurately determining the degree of disease progression. These results are very encouraging, in future works we consider to determine correlation between the voice

---

**Table 4. Results using cubic SVM**

Confusion matrix

<table>
<thead>
<tr>
<th></th>
<th>Class 1</th>
<th>Class 2</th>
<th>Class 3</th>
<th>Class 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Positive Rate</td>
<td>41</td>
<td>14</td>
<td>14</td>
<td>104</td>
</tr>
<tr>
<td>False Positive Rate</td>
<td>4</td>
<td>166</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>True Negative Rate</td>
<td>33%</td>
<td>67%</td>
<td>33%</td>
<td>67%</td>
</tr>
<tr>
<td>False Discovery Rate</td>
<td>9%</td>
<td>14%</td>
<td>9%</td>
<td>14%</td>
</tr>
<tr>
<td>ROC curve</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**ROC curve**

Class 1

Class 2

Class 3

Class 4

---

[Image of ROC curves showing AUC and current classifier]
disorders and the symptoms, which will be of great help to the medicine and could also extended for other voice pathologies.
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